
RIGOROUSLY CHOOSING 
BETWEEN DIFFERENT OPTIONS 

FOR RECOVERING COVID 
LEARNING LOSSES 

Relevant Meta-Analyses by the Washington State 
Institute for Public Policy 

March 2021 
k12accountability.org



OPTIONS FOR RECOVERING COVID LEARNING LOSSES 

EFFECT SIZES, BENEFIT/COST RATIOS, AND SUCCESS PROBABILITY ESTIMATES 
BY THE WASHINGTON STATE INSTITUTE FOR PUBLIC POLICY ANALYSIS 

CONTENTS 

Executive Summary 

Introduction 

WSIPP Methodology 

“Interpreting Effect Sizes of Education Interventions” by Matthew Kraft 

Summer Learning Programs 

Tutoring by Adults, One-to-One, Structured 

Tutoring by Adults, One-to-One, Unstructured 

Tutoring by Teachers, Small Group, Structured 

Tutoring by Non Teacher Adults, Small Group, Structured 

Computer Assisted Instruction for Struggling Readers 

Computer Assisted Instruction for Students Struggling in Math 



 1 

EXECUTIVE SUMMARY 
 
 

Intervention Unadjusted 
 Effect Size 

Probability 
Realized Benefits 
Will Exceed Costs 

Summer Learning 
Programs 

.064 87% 

Tutoring by Adults, 
One-to-One, 
Structured 

.399 92% 

Tutoring by Adults, 
One-to-One, 
Unstructured 

.030 69% 

Tutoring by 
Teachers, Small 
Group, Structured 

.258 97% 

Tutoring by Non 
Teacher Adults, 
Small Group, 
Structured 

.257 69% 

Computer Assisted 
Instruction for 
Struggling Readers 

.039 50% 

Computer Assisted 
Instruction for 
Students Struggling 
in Math 

.157 64% 

 
Note: 
 
One-to-One Tutoring is MTSS Tier 3, for the students who are furthest below 
proficiency (e.g., the lowest CMAS quintile). 
 
Small Group Tutoring is MTSS Tier 2, for students who are significantly below 
proficiency (e.g., the next lowest CMAS quintile). 
 
To put these effect sizes into perspective, in “Performance Trajectories and 
Performance Gaps as Achievement Effect Size Benchmarks for Educational 
Interventions,” Harold Bloom, Carolyn Hill, Alison Rebeck Black, and Mark Lipsey 

https://www.mdrc.org/sites/default/files/full_473.pdf
https://www.mdrc.org/sites/default/files/full_473.pdf
https://www.mdrc.org/sites/default/files/full_473.pdf
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measured the average grade-to-grade achievement gains in terms of effect sizes (the 
higher grade score minus the lower grade score, divided by the average standard 
deviation of the two grades’ score distributions). For example, from grade five to 
grade six, the effect size was 0.41 standard deviations. Across all grades, the 
median grade-to-grade gain was 0.32 standard deviations. 
 
In “Interpreting Effect Sizes of Education Interventions,” Brown University’s 
Matthew Kraft analyzed high quality studies (usually randomized control trials) of 
reading and math interventions in grades one through twelve. The median 
intervention had an effect size of only 0.10 standard deviations. 
 
 

https://scholar.harvard.edu/mkraft/publications/interpreting-effect-sizes-education-interventions


INTRODUCTION 
 
 

The Washington State Institute for Public Policy (WSIPP) is a nonpartisan public 
policy research group located in Olympia, the hub of Washington State 
government.  WSIPP is a team of multidisciplinary researchers who conduct 
applied policy research for the state legislature. 
 
Created in 1983, WSIPP has become nationally and internationally recognized for 
the design, depth, and quality of its research reports and benefit-cost analyses. 
 
WSIPP’s website is: https://www.wsipp.wa.gov 
 
WSIPP is unique in its use of a consistent and rigorous methodology to evaluate 
and compare proposed solutions to public policy problems. 
 
Specifically, it uses meta-analysis to identify both short and longer term effect sizes 
produced by various policies, estimates their direct and indirect economic benefits 
and costs, as well as their probability of generating a positive benefit/cost ratio. 
WSIPP’s methodology is described in more detail in the next section. 
 
In the education sector, WSIPP is notable for including only studies based on 
rigorous methodologies in its meta-analyses.  This is consistent with the approach 
recommended by Matthew Kraft in his paper “Interpreting Effect Sizes of Education 
Interventions”, which is also included in this report. By comparison, the meta-
analyses conducted by John Hattie incorporate studies using a much wider range of 
methodologies, which often results in the reporting of significantly higher effect 
sizes (and frustration when they are not duplicated in practice). 
 
This report includes the meta-analyses that WSIPP has conducted on many of the 
interventions that have been proposed to recover students’ COVID learning losses. 

https://www.wsipp.wa.gov
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Overview of WSIPP’s Benefi t-Cost Model
A Brief Guide 

This document is a brief guide to WSIPP’s benefit-cost approach. For additional detail on 
WSIPP’s methods, see WSIPP’s Technical Documentation. 

The WSIPP benefit-cost model estimates the dollar value of offering a program—a defined set 
of government efforts—to an additional person. The WSIPP benefit-cost model does this by 
valuing changes in outcomes (e.g. crime, depression, test scores) produced by programs and 
comparing them to the costs of providing those programs. For example, “cognitive behavioral 
therapy for adult depression” is a program that provides a specific type of talk therapy to adults 
to reduce the symptoms of depression. The benefit and cost estimates reflect the difference 
between a person who receives the program and one who does not. 

The strength of the WSIPP benefit-cost model is that it uses a consistent framework for all 
programs. The model uses the same modeling algorithms and background information, along 
with consistent estimates of the value of different outcomes. That framework is combined with 
information on specific programs to create comparable benefit-cost results.1  

Estimating Net Benefits 

The WSIPP benefit-cost model relies on the following formula to calculate the results on a per-
participant basis: 

𝑁𝑁𝑁𝑁𝑁𝑁 𝐵𝐵𝑁𝑁𝐵𝐵𝑁𝑁𝐵𝐵𝐵𝐵𝑁𝑁𝐵𝐵 = 𝑄𝑄 × 𝑃𝑃 − 𝐶𝐶 

• Quantity (Q): The estimated amount of change in measured outcomes resulting from
the program. See the effect-size document for a description of how WSIPP estimates
quantity.

• Price (P):  How much an outcome is worth in dollars. WSIPP prices outcomes by
reviewing methodologies and data published by economists, findings from academic
studies on the values of various outcomes, and longitudinal studies measuring the
relationship between outcomes. WSIPP synthesizes this information along with its own
analyses and information from Washington State agencies to estimate the price.

• Cost (C): The cost to implement the program in Washington. Costs are estimated on a
per-participant basis and estimated relative to costs absent the program.

These estimates are produced for each year that the program is expected to have an effect over 
a person’s life course. The numbers on the site represent the present value of a lifetime of 
changes resulting from the program. 

1 The WSIPP benefit-cost model cannot monetize certain programs and program outcomes. These instances are labelled in the 
program effects tables on individual results pages. 

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf
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Interpreting WSIPP’s Benefit-Cost Results 

This section describes how to interpret the benefit-cost findings displayed on WSIPP’s website.2 

Benefit-Cost Summary Statistics 

The benefit-cost summary statistics table reports the aggregated benefits and program costs. 
All values are expressed in consistent year dollars: prices from previous years are inflated to the 
current year and future projected dollars are reduced to their present value with a consistent 
discount rate. 

The “Total benefits” represent the total value of the program to society and can be classified 
into four perspectives: taxpayer, participant, others, and indirect. “Taxpayers” includes expected 
savings to government (e.g., from reduced expenditures in the criminal justice, child welfare, or 
other systems) and expected increases in tax revenue. “Participants” includes expected increases 
in earnings and expenditures for items such as health care and college tuition. “Others” includes 
benefits to people other than taxpayers and participants. Depending on the program, it could 
include reductions in crime victimization, the economic benefits from a more educated 
workforce, and the benefits from employer-paid health insurance. “Indirect benefits” includes 
estimates of the changes in the value of a statistical life and changes in the deadweight costs of 
taxation.  

“Total benefits” reflect the effect of the program. A program with helpful effects has positive 
benefits, a program with harmful effects has negative benefits. “Net program costs” are the 
costs of the program to the government compared to services the government typically offers. 
The “Benefit to cost ratio” is calculated as the total benefits divided by the net program cost.  

Finally, WSIPP runs a sensitivity analysis, called a Monte Carlo analysis, to account for the risk 
and uncertainty around many of the inputs and assumptions of the model. As part of this 
analysis, the model calculates the benefit-cost results of a program 10,000 different times, each 
time varying the inputs randomly within a defined range. The “chance the program will produce 
benefits greater than the costs” reflects the proportion of those runs in which benefits minus 
costs are greater than zero. 

2 http://www.wsipp.wa.gov/BenefitCost. 

http://www.wsipp.wa.gov/BenefitCost
http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf#page=44
http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf#page=39
http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf#page=40
http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf#page=43
http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf#page=43
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Detailed Benefit Estimates 

WSIPP reports a detailed breakdown of the calculation of the overall benefits by perspective and 
by the source of the benefits.  

The first column shows which outcome produces the source of monetary value. The second 
column shows where the benefits come from. For example, the table above shows that 
depression is associated with changes in earnings, health care, and mortality.  

Outcomes can derive value from a variety of sources. WSIPP currently bases the monetary 
effects of outcomes on these sources of value: 

Labor market earnings – wages and benefits  
Health care – cost for health care insurance and services 
Crime – cost of the criminal justice system and harm to victims of crimes 
Child welfare – child welfare system costs and costs to victims of child abuse and neglect 
K–12 education – school system costs 
Higher education – tuition costs for college education 
Public assistance – direct and food assistance 
Mortality – value of a reduction in mortality risk 
Deadweight cost – loss of value to society from market distortions 



 

Detailed Cost Estimates 

WSIPP’s program cost estimates reflect the costs to implement the program for an additional 
person. Comparison costs are the costs the state typically spends per participant for alternative 
programs (also known as usual services or treatment-as-usual). Both costs are shown in the year 
dollars used to create the estimates. The present value of the net program costs is displayed as 
the cost of the comparison minus the cost of the program. This value is inflated to the current 
year dollars for use in the benefit-cost model.

  For further information, contact:  
  Michael Hirsch at 360.664.9081, michael.hirsch@wsipp.wa.gov 

       W a s h i n g t o n  S t a t e  I n s t i t u t e  f o r  P u b l i c  P o l i c y
   The Washington State Legislature created the Washington State Institute for Public Policy in 1983.  A Board of Directors—representing the  
   legislature, the governor, and public universities—governs WSIPP and guides the development of all activities.  WSIPP’s mission is to carry out  
   practical research, at legislative direction, on issues of importance to Washington State.

mailto:michael.hirsch@wsipp.wa.gov


Interpreting Effect Sizes of Education 
Interventions

Researchers commonly interpret effect sizes by applying benchmarks proposed by Cohen over a 
half century ago. However, effects that are small by Cohen’s standards are large relative to the 
impacts of most field-based interventions. These benchmarks also fail to consider important 
differences in study features, program costs, and scalability. In this paper, I present five broad 
guidelines for interpreting effect sizes that are applicable across the social sciences. I then propose 
a more structured schema with new empirical benchmarks for interpreting a specific class of 
studies: causal research on education interventions with standardized achievement outcomes. 
Together, these tools provide a practical approach for incorporating study features, cost, and 
scalability into the process of interpreting the policy importance of effect sizes.

Kraft, Matthew. (2019). Interpreting Effect Sizes of Education Interventions. (EdWorkingPaper: 19-10). Retrieved 
from Annenberg Institute at Brown University: http://www.edworkingpapers.com/ai19-10

Matthew A. Kraft
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Abstract 

 

Researchers commonly interpret effect sizes by applying benchmarks proposed by Cohen over a 

half century ago. However, effects that are small by Cohen’s standards are large relative to the 

impacts of most field-based interventions. These benchmarks also fail to consider important 

differences in study features, program costs, and scalability. In this paper, I present five broad 

guidelines for interpreting effect sizes that are applicable across the social sciences. I then 

propose a more structured schema with new empirical benchmarks for interpreting a specific 

class of studies: causal research on education interventions with standardized achievement 

outcomes. Together, these tools provide a practical approach for incorporating study features, 

cost, and scalability into the process of interpreting the policy importance of effect sizes.  

 

 

mailto:mkraft@brown.edu
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Interpreting Effect Sizes of Education Interventions 

 

The ability to make empirical analyses accessible and meaningful for broad audiences is 

a critical skill in academia. Translating empirical analyses correctly is an equally important skill 

for anyone who communicates or consumes scholarly research. However, interpreting research 

findings can be a substantial challenge when outcomes are measured in unintuitive units. This is 

particularly true in fields such as education where common outcomes like academic achievement 

are measured using arbitrary scales. Even in fields that typically examine more intuitive 

outcomes such as infection rates or earnings, it remains difficult to compare the relative success 

of programs evaluated based on different metrics. The typical approach for addressing these 

challenges is to convert unintuitive and disparate measures onto the same scale using a simple 

statistic: the standardized effect size.  

While a common metric helps, it does not resolve the problem that scholars and research 

consumers face in evaluating the importance of research findings. For example, Cook et al. 

(2015) find that integrating intensive individualized tutoring into the school day raised student 

achievement in math by 0.23 standard deviations (SD), while Frisvold (2015) finds that offering 

universal free school breakfasts increased achievement in math by 0.09 SD. Are the magnitudes 

of these impacts substantively meaningful? Should we conclude that individualized tutoring is a 

better math intervention than universal free breakfast? Answering these questions requires 

appropriate benchmarks and close attention to the study designs, costs, and scalability.  

The default approach to evaluating the magnitude of effect sizes is to apply a set of 

benchmarks proposed by Jacob Cohen over a half century ago (0.2 Small, 0.5 Medium, 0.8 

Large) (Cohen, 1969).1 Cohen’s conventions continue to be taught and used widely across the 

social sciences. A Google search for “effect size” reveals these benchmarks are ubiquitous online 
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and even featured on Wikipedia’s entry for “Effect size.” However, Cohen’s standards are based 

on a handful of small, tightly controlled lab experiments in social psychology from the 1960s 

performed largely on undergraduates. Recent meta-analyses of well-designed field experiments 

find that education interventions often result in no effects or effects that would be characterized 

as small by Cohen’s standards (Cheung & Slavin, 2016; Fryer, 2017; Lortie-Forgues & Inglis, 

2019). Cohen (1988) himself advised that his benchmarks were “recommended for use only 

when no better basis for estimating the [effect size] index is available” (p. 25). We now have 

ample evidence to form a better basis. 

The persistent application of outdated and outsized standards for what constitutes 

meaningful effect sizes has had a range of negative consequences for scholarship, journalism, 

policy, and philanthropy. Researchers design studies without sufficient statistical power to detect 

realistic effect sizes. Journalists mischaracterize the magnitude and importance of research 

findings for the public. Policymakers dismiss programs with effects that are small by Cohen’s 

standards but are comparatively large relative to current alternatives. Grantmakers eschew 

investments in programs that deliver incremental gains in favor of interventions targeting 

alluringly large, but unrealistic, improvements.  

In this paper, I develop a framework for interpreting effect sizes that attempts to strike a 

balance between attention to the contextual features of individual studies and practical 

considerations for interpreting findings quickly and with limited information. The framework 

consists of two parts: 1) five broad guidelines with simple questions and corresponding 

interpretations for contextualizing effect sizes, and 2) a more structured schema for interpreting 

effects from a specific class of studies: causal analyses of education interventions with 

standardized achievement outcomes.  
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The paper contributes to the effect size literature in several ways. First, I update prior 

reviews (Coe, 2002; Bloom et al., 2008, Lipsey et al. 2012) with insights from a number of new 

articles (e.g. Cheung & Slavin, 2016; Simpson, 2017; Soland & Meng Thum, 2019; Lortie-

Forgues & Inglis, 2019; Baird & Pane, 2019; Funder & Ozer, 2019; Schäfer & Schwarz, 2019). 

Second, the interpretive guidelines I present synthesize a range of recommendations from the 

broader literature that have often been considered in isolation.2 Third, the schema I propose 

incorporates new, empirically-based benchmarks for effect sizes – derived from a sample of 

almost 750 randomized control trials (RCTs) – and highlights the under-recognized importance 

of program cost, scalability and political feasibility for interpreting the policy relevance of 

research findings. 

I begin by providing a brief summary of the evolution of education research, which 

serves to illuminate the origins of many common misinterpretations of effect sizes. I then 

describe why translating effects into more intuitive units such as months of learning or percentile 

changes is not an actual interpretation of the substantive significance of an effect, but can be a 

useful complementary approach. Next, I introduce the guidelines and schema for interpreting 

effect sizes, provide an example of how to apply them, and conclude by discussing the 

implications of the proposed framework.   

Effect Sizes and the Evolution of Education Research 

Until the mid-20th century, researchers often evaluated the importance of quantitative 

findings based on significance tests and their associated p-values. Such statistics, however, are a 

function of sample size and say nothing about the magnitude or practical relevance of a result. 

As the social sciences slowly moved away from a myopic focus on statistical significance, 
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scholars began reporting on the practical significance of their findings using the standardized 

effect size statistic (hereafter “effect size”) or Cohen’s d:  

 

𝐸𝑓𝑓𝑒𝑐𝑡 𝑆𝑖𝑧𝑒 =  
[𝑀𝑒𝑎𝑛1 − 𝑀𝑒𝑎𝑛2] 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
              (1) 

 

Most basically, effect sizes are a measure of differences in means between two subgroups 

divided by the standard deviation of the measure of interest (Lipsey et al., 2012). In the context 

of program evaluations, 𝑀𝑒𝑎𝑛1 is the mean of the treatment group and 𝑀𝑒𝑎𝑛2 captures the mean 

of the control or comparison group. There are several approaches to estimating the standard 

deviation, which I discuss in more detail below.  

In 1962, Jacob Cohen proposed a set of conventions for interpreting the magnitude of 

effect sizes, which he later refined in 1969. As Cohen (1969) emphasized in his seminal work on 

power analysis, researchers needed a framework for judging the magnitude of a relationship in 

order to design studies with sufficient statistical power. His conventions provided the foundation 

for such a framework when little systematic information existed.  

Early meta-analyses of education studies appeared to affirm the appropriateness of 

Cohen’s benchmarks for interpreting effect sizes in education research. A review of over 300 

meta-analyses by Lipsey and Wilson (1993) found a mean effect size of precisely 0.50 SD. 

However, many of the research studies included in these meta-analyses used small samples, 

weak research designs, and proximal outcomes highly-aligned to the interventions – all of which 

result in systematically larger effects (Cheung & Slavin, 2016). Influential reviews by Hattie 

(e.g. 2009) continue to incorporate these dated studies and ignore the importance of study 

features, further propagating outsized expectations for effect sizes in education research.  
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The “2 sigma” studies conducted by Benjamin Bloom’s doctoral students at the 

University of Chicago provide a well-known example of education research from this period. 

Bloom’s students conducted several small-scale experiments in which 4th, 5th and 8th graders 

received instruction in probability or cartography for three to four weeks. Students randomized to 

either a) mastery-based learning classes with frequent formative assessments and individual 

feedback, or b) one-on-one/small group tutoring also with assessments and feedback, 

outperformed students in traditional lecture classes by 1.0 and 2.0 SD, respectively (Bloom, 

1984). The Bloom “2 sigma” studies and others like them helped to anchor education 

researchers’ expectations for unrealistically large effect sizes, despite early objections (Slavin, 

1987).  

At the turn of the 21st century, a growing emphasis on causal inference across the social 

sciences began to reshape quantitative research in education (Gueron & Rolston, 2013; Murnane 

& Nelson, 2007; Angrist, 2004; Cook, 2001). Starting in 2002, the newly established Institute of 

Education Sciences (IES) began providing substantial federal funding for large-scale randomized 

field trials and the U.S. Department of Education increasingly required rigorous evaluations of 

grant-funded programs. Effect sizes from this new generation of field experiments have been 

strikingly smaller as new norms about pre-registering research designs, hypotheses, and 

outcomes have emerged. For example, Lortie-Forgues and Inglis (2019) found an average effect 

size of only 0.06 SD among 141 RCTs funded by IES and the UK-based Education Endowment 

Foundation. Quantitative research in education has evolved, but we have yet to update Cohen’s 

benchmarks.  

  Current Approaches to Translating Effect Sizes 
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 While Cohen’s benchmarks continue to color our interpretation of effect sizes, scholars 

have increasingly adopted translational approaches to interpreting effect sizes. These approaches 

convert effect sizes onto more broadly familiar scales in an effort to provide more intuition about 

the importance of an effect. Several of these translational approaches are worth highlighting (for 

detailed descriptions of these techniques see Hill et al., 2008; Lipsey et al., 2012; Baird & Pane, 

2019).  

Months of learning: Converting effect sizes into months of learning is often favored by 

policymakers for its intuitive appeal. However, these estimates are highly sensitive to the large 

differences in learning rates across grade levels, making it an impractical approach for estimates 

that pool across grades (Baird & Pane, 2019).3 Equally important, translating effect sizes into 

months of learning can be misleading because learning rates reflect influences from both inside 

and outside the classroom, as well as the natural developmental process.  

Changes in percentile rank: This approach describes an effect as moving the average 

student in the sample from some initial percentile to the percentile that corresponds with the 

effect size of interest. However, the total percentile point change is sensitive to the starting 

percentile one chooses, so it is important to describe both the initial and post-intervention 

percentiles. For example, the effect of individualized tutoring (0.23 SD) is equivalent to moving 

male students in distressed Chicago high schools from the 50th to the 59th percentile of 

achievement.  

Achievement gaps: Benchmarking against achievement gaps help to frame effects 

relative to policy-relevant metrics. For example, the 0.09 SD effect of universal free breakfast on 

math achievement represents 11 percent of the student-level Black-white achievement gap. 

Unfortunately, this framing can also mislead people to believe that an intervention would 
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decrease the Black-white achievement gap by this same magnitude. Whether interventions 

decrease achievement gaps depends on where they are targeted and their relative effects across 

different subgroups of students.  

Differences in teacher (or school) effectiveness: Mapping effect sizes onto changes in 

the distribution of teacher or school effectiveness helps to benchmark effects relative to those we 

are achieving currently within the education system. For example, a 0.09 SD effect is equivalent 

to the difference between an average teacher and a teacher at approximately the 73rd percentile in 

the distribution of teacher effectiveness, or between an average school and a school at roughly 

the 82nd percentile of school effectiveness. However, this approach is sensitive to the estimate 

one uses for the magnitude of teacher and school effects.  

Translating effect sizes onto more intuitive scales can be a helpful, complementary 

approach to communicating about effect sizes when these conversions are applied with care. No 

single approach is uniformly better; their value depends on the audience one is trying to reach. 

But translations are not interpretations. They are simple unit conversions that leave the 

interpretation to the reader and allow considerable room for disagreement. Additionally, 

translational approaches assume all effect sizes are directly comparable rather than considering 

how study features might influence their magnitude. And they say nothing about program costs 

or scalability, which can have profound implications for understanding the policy-relevance of 

an effect. It is time we updated and expanded our approach.  

Five Guidelines for Interpreting Effect Sizes 

1) Results from correlational studies presented as effect sizes are not causal effects 

The term “effect size” can be misleading. A logical way to interpret it is as “the size of an 

effect,” or how large the causal effect of X is on Y. This interpretation is accurate when it applies 
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to effect sizes that represent the standardized mean difference between treatment and control 

groups in RCTs. Random assignment eliminates systematic differences between groups so any 

subsequent differences are attributable to the intervention.4 However, effect sizes often represent 

simple descriptive relationships between two variables, such as height and achievement. 

Although the practice of referring to correlation coefficients as effect sizes is largely limited to 

psychology, education researchers frequently use the term “effect size” to report changes in 

performance over time and estimates from regression models using observational data. These 

descriptive effect sizes provide useful information, but can be misleading when researchers do 

not make it clear whether the underlying relationship is correlational or causal. Taller students 

have higher achievement because they are older, on average, not because of their stature.  

Knowing whether an effect size represents a causal or correlational relationship matters 

for interpreting its magnitude. Comparing meta-analytic reviews that incorporate effect size 

estimates from observational studies (e.g., Lipsey & Wilson, 1993; Hattie, 2009) to those that 

only include experimental studies (e.g., Hill et al., 2008; Lipsey et al., 2012; Lortie-Forgues & 

Inglis, 2019) illustrates how correlational relationships are, on average, substantially larger than 

causal effects. It is incumbent on researchers reporting effect sizes to clarify which type their 

statistic describes, and it is important that research consumers do not assume effect sizes 

inherently represent causal relationships. 

 

ASK:  Does the study estimate causal effects by comparing approximately equivalent 

treatment and control groups, such as an RCT or quasi-experimental study?  

 

INTERPRET: Effect sizes from studies based on correlations or conditional associations do not 

represent credible causal estimates. 

 

INTERPRET: Expect effect sizes to be larger for correlational studies than causal studies.  
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2) The magnitude of effect sizes depends on what, when, and how outcomes are measured 

 

What outcomes are measured 

 

Studies are more likely to find larger effects on outcomes that are easier to change, 

proximal to the intervention, administered soon after the intervention is completed, and measured 

with more precision (Ruiz-Primo, Shavelson, Hamilton, & Klein, 2002). Outcomes that reflect 

short-term decision making and effort, such as passing a class, are easier to influence than 

outcomes that are the culmination of years of decisions and effort, such as graduating from high 

school. Similarly, outcomes that are more directly related to the intervention will also be easier 

to move. For example, teacher coaching has much larger effects on teachers’ instructional 

practice (0.47 SD) than on students’ achievement (0.18 SD) (Kraft, Blazar, & Hogan, 2018), and 

social-emotional learning (SEL) programs have much larger effects on students’ SEL skills (0.57 

SD) compared to their academic performance (0.27 SD) (Durlak et al., 2011).  

Even among measures of student achievement, effect sizes for researcher-designed and 

specialized topic tests aligned with the treatment are often two to four times larger than effects 

on broad standardized state tests (Hill et al., 2008; Lipsey et al., 2012; Cheung & Slavin, 2016; 

Lynch et al., 2019). These larger effects on researcher-designed, specialized assessments can be 

misleading when they reflect narrow, non-transferable knowledge. The Bloom (1984) “2 sigma” 

effects on probability and cartography tests after a month of tutoring are 8 to 20 times larger than 

the effects on standardized math tests found in several recent studies of even more intensive 

daily tutoring over an entire school year (Kraft, 2015; Cook et al., 2015; Fryer, in press). 

 

ASK:  Is the outcome the result of short-term decisions and effort or a cumulative set of 

decisions and sustained effort over time?  
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INTERPRET: Expect outcomes affected by short-term decisions and effort to be larger than 

outcomes that are the result of cumulative decisions and sustained effort over 

time. 

 

ASK:   How closely aligned is the intervention with the outcome?  

 

INTERPRET: Expect outcomes more closely aligned with the intervention to have larger effect 

sizes.  

 

When outcomes are measured 

When an outcome is measured also influences the magnitude of effect sizes. Outcomes 

assessed immediately after an intervention ends are likely to show larger effects than outcomes 

captured months or years later (Baily et al., 2017). For example, studies of the effect of attending 

high-performing charter high schools in Boston using lottery admissions show large effects on 

contemporaneous achievement outcomes, more moderate effects on college-going outcomes, and 

very limited effects on college completion (Angrist et al., 2016; Setren, 2019). A helpful mental 

framework for assessing the proximity of an outcome to treatment is to think about the causal 

chain of events that must occur for an intervention to affect an outcome. The further down this 

causal chain, the smaller the effect sizes are likely to be. 

 

ASK:   How long after the intervention was the outcome assessed?  

 

INTERPRET: Expect outcomes measured immediately after the intervention to have larger 

effect sizes than outcomes measured later. 

 

How reliably outcomes are measured 

Even when comparing similar outcomes measured at the same time, differences in 

measure reliability can affect the magnitude of effect sizes. This is because the instruments 

researchers use to measure outcomes are imperfect. The lower the reliability of the measure, the 
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greater the error variance and, thus, the greater the measured variance. Dividing by a larger 

measure of variance in equation (1) results in a smaller effect size. As Boyd et al. (2008) show, 

measurement error can differ substantially across outcomes. They find that measurement error 

accounts for 17 percent of the variance in standardized test scores, but 84 percent of the variance 

in test score gains (changes in students’ scores across time).  

 

ASK:   How reliably is the outcome measured?  

 

INTERPRET: Expect measures with lower reliability to have smaller effect sizes than 

comparable measures with higher reliability. 

 

 

3) Subjective decisions about research design and analysis influence effect sizes 

 

The study sample  

 

 One of the most common findings in social science research is treatment effect 

heterogeneity – variation in treatment effects across subgroups. For example, growth mindset 

interventions are more effective among lower-achieving students (Paunesku et al., 2015, Yeager 

et al., in press). This heterogeneity makes it important to consider sample characteristics when 

evaluating the magnitude of an effect size. A variety of factors can influence the composition of 

the study sample. The intervention design itself may dictate which subjects can be included in 

the sample. Universal interventions, such as providing universal free breakfasts, allow for 

population-level samples. More targeted interventions, such as holding students back a grade, 

can only be studied among more restricted samples (Greenberg & Abenavoli, 2017).  

The recruitment process can also affect the composition of the study sample and, thus, the 

resulting effect sizes. Researchers often recruit a limited set of study participants given cost and 

capacity constraints. Students, teachers, schools, and districts are more likely to participate in a 
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study when they think they will benefit, causing selection bias (Allcott, 2015). Researchers 

themselves often recruit participants that they most expect to benefit when first testing the 

potential efficacy of an intervention. Targeted interventions and small-scale efficacy trials 

generally produce larger effect sizes than universal interventions because they target study 

participants that are most likely to benefit and because there is less variation in outcomes among 

smaller, non-representative samples (Cheung & Slavin, 2016).  

 

ASK:  Are study participants a broad sample or a subgroup most likely to benefit from 

the intervention? 

 

INTERPRET: Expect studies with more targeted samples to have larger effect sizes than studies 

with more diverse and representative samples.  

 

 

The standard deviation  

 

 Researchers exercise considerable judgement about what standard deviation they use to 

calculate an effect size. This involves making two subjective decisions, one about the correct 

measure to use and another about the appropriate sample for estimating the variance. For 

example, researchers choose among several different measures to standardize effects on 

achievement including variation in student-level test scores, average school-level test scores, or 

changes in student test scores over time (i.e., gains). Whenever possible, researchers should 

present effects standardized at the student level, irrespective of the level of treatment or the unit 

of analysis. This approach directly answers the question policymakers are most often interested 

in – How much does the intervention benefit kids? – and provides a common point of 

comparison with the vast majority of effect sizes in education research.  

It makes sense to also present effect sizes relative to variation in test-score gains or 

school-level average achievement when research questions focus explicitly on these quantities. 
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However, scholars and consumers of research should expect these approaches to produce effect 

sizes that are approximately 1.5 to 3 times larger than effect sizes scaled relative to student-level 

scores (Boyd et al., 2008; Hedges, 2007; Dee & Dizon-Ross, 2019). This is because there is 

substantially less variation in both school-level averages and gains compared to student scores.  

 

ASK:  Is the effect size standardized relative to the variation in an individual-level 

measure, an aggregate-level measure, or a change across repeated measures?  

 

INTERPRET:  Expect effect sizes that are standardized using variation in aggregate-level 

measures or changes across repeated measures to be substantially larger than 

those using individual-level measures.  

 

After selecting the level of standardization, researchers decide what sample to use to 

calculate the variance. Scholars typically choose between three types: 1) the complete analytic 

(i.e., pooled) sample, 2) the control group sample, and 3) an estimate from a larger population.5 

For example, the effect of individualized tutoring in Cook et al. (2015) of 0.23 SD uses the 

control group sample. They also report effects scaled by the national distribution of test scores, 

which reduces the estimated effect to 0.19 SD. This is because the more homogenous group of 

students who were offered tutoring had less variable test performance (i.e., smaller SD) than 

students in an unrestricted national sample. When baseline outcome measures are not available, 

it is preferable to use the SD of the control group outcome rather than the pooled sample because 

the intervention may have affected the variation in outcomes among the treatment group. 

 

 

ASK:   What sample produced the standard deviation used to estimate effect sizes? 

 

INTERPRET:  Expect effect sizes that are standardized using more homogeneous and less 

representative samples to have larger effect sizes.  
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The treatment-control contrast  

 

For RCTs, the contrast between the experiences of the treatment and control groups plays 

an important role in determining effect sizes. For example, some early evaluations of center-

based early childhood education programs, such as the HighScope Perry Preschool Project, 

compare treatment students to control group students who were almost exclusively cared for by 

guardians at home (Heckman et al., 2010). In more recent studies, such as the Head Start Impact 

Study, the difference in child-care experiences between the treatment and control groups is far 

less pronounced because most children in the control group also received center-based care 

(Puma et al., 2010). This weaker treatment-control contrast is one reason why studies find larger 

effect sizes for the Perry Preschool than for the Head Start program (Kline & Walters, 2016). 

Some education interventions are constrained to have smaller contrasts than others, 

resulting in potentially systematic differences in effect sizes (Simpson, 2017). Interventions that 

offer supplemental resources or services such as one-on-one tutoring can be evaluated against a 

control group that does not receive tutoring, providing a large contrast. However, standard 

educational practices such as student behavior management programs cannot be evaluated 

relative to a control group where student behavior goes unaddressed. The treatment-control 

contrast in this case is between a new approach contrasted with the current behavioral approach. 

Interpreting effect sizes from RCTs requires a clear understanding about the nature of the control 

condition.  

 

ASK:  How similar or different was the experience of the treatment group compared to 

the control or comparison group? 

 

INTERPRET:  Expect studies to have smaller effect sizes when control groups do have access to 

programs, resources, or supports similar to the treatment group.  
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The type of treatment effect estimated  

 

 Researchers who conduct RCTs are often able to answer two important but different 

questions: What is the effect of offering the intervention, and what is the effect of receiving the 

intervention. Assuming not everyone randomized to the treatment group participates in the 

intervention, we would expect the effect of the offer of the intervention (i.e., intent to treat) to be 

smaller than the effect of actually receiving it (i.e., treatment on the treated). Returning to the 

intensive tutoring study, the 0.23 SD effect on math achievement represents the effect of 

receiving tutoring. However, only 41 percent of all students who were randomly assigned to be 

offered tutoring took up this offer.6 Thus, the effect of offering tutoring, which includes all 

students who received the offer regardless if they took up it, was a smaller 0.13 SD. 

Understanding the degree to which implementation challenges cause eligible individuals not to 

participate in a program is critical for informing policy and practice. 

 

ASK:   Does the effect size represent the effect of offering the intervention or the effect of  

receiving the intervention? 

 

INTERPRET:  Expect studies that report the effect of offering an intervention to have smaller 

effect sizes than studies that report the effect of receiving an intervention.  

 

 

4) Costs matter for evaluating the policy relevance of effect sizes 

 

 As several authors have argued persuasively, effect sizes should be considered relative to 

their costs when assessing the importance of an effect (Duncan & Magnuson, 2007; Harris, 2009; 

Levin & Belfield, 2015). Two things are particularly salient for policymakers examining 

education programs: the potential returns per dollar invested and the total upfront costs. 

Spending the marginal dollar on the most cost-effective program makes sense. Upfront fixed 

costs are also an important feature of education programs. The financial implications of reforms 
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that require large initial capital investments, such as modernizing school facilities, are very 

different from programs where costs can be amortized over longer periods and are flexible with 

scale, such as expanding school breakfast programs. Policymakers have to consider not only 

what works, but also how well it works relative to costs and what immediate financial 

investments are required. 

Studies increasingly include back-of-the envelope estimates of per-participant costs, 

which serve to contextualize the return of an education intervention. More comprehensive cost-

effectiveness analyses that account for both monetary and non-monetary costs, such as the 

opportunity costs of educators’ time, would go even farther to provide policymakers with 

valuable information for making difficult decisions with limited resources. At the same time, 

increased attention to cost effectiveness should not lead us to uniformly dismiss costlier 

programs or policies. Many challenges in education such as closing long-standing achievement 

gaps will likely require a combination of cost-effective and costlier approaches.    

 

ASK:   How costly or cost effective is the intervention? 

 

INTERPRET:  Effect sizes from lower-cost interventions are more impressive than similar effects 

from more costly programs. 

 

 

5) Scalability matters for evaluating the policy relevance of effect sizes 

 

 Similar to program costs, assessing the potential scalability of program effects is central 

to judging their importance for policy and practice. One of the most consistent findings in the 

education literature is that effects decrease when smaller targeted programs are taken to scale 

(Slavin & Smith, 2009). Two related but distinct challenges are behind this stylized fact: 1) 

program effects are often heterogeneous, and 2) programs are often difficult to replicate with 

fidelity at scale. As discussed above, impressive effects from non-representative samples are 
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unlikely to scale when programs are expanded to more representative populations. Thus, the 

greater the external validity of a study, the greater its policy importance.  

Even for program effects with broad external validity, it is often difficult to replicate 

effects at scale due to implementation challenges. In the highly decentralized U.S. education 

system, the success of most education interventions depends on the will and capacity of local 

educators to implement them (Honig, 2006). For example, of the 67 education interventions the 

U.S. Department of Education Investing in Innovation Fund (i3) selected to fund because of prior 

evidence of success, only 12 produced significant positive effects when taken to scale (Boulay et 

al., 2018). Similarly, efforts to reduce class sizes statewide in California did not result in the 

large academic gains found in the Tennessee STAR class size experiment (Jepsen & Rivkin, 

2009).  

The challenge posed by taking programs to scale is largely proportional to the degree of 

behavioral change required to implement a program. Top-down interventions that require limited 

implementation by personnel are often easier to scale. Examples include financial incentives for 

recruiting teachers, changing school starting times, and installing air conditioning in schools. 

Interventions that require more coordinated and purposeful implementation among school 

personnel often face greater challenges. Examples include implementing a new behavioral 

support system, engaging in professional learning communities, and teaching new curricula.  

Political feasibility and unintended consequences also play an important role in 

determining scalability. Interventions often stall when they face opposition from organized 

constituencies. Nationwide reforms to teacher evaluation systems did little to remove ineffective 

teachers or reward highly-effective ones given the strong opposition these efforts faced in most 

districts (Kraft, 2018). As programs scale, their direct effect become even more confounded with 
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any corresponding indirect effects due to how the intervention might cause students, educators, 

or parents to change their behavior in unexpected ways (Todd & Wolpin, 2003).  

More technical, top-down interventions are not uniformly better than those that require 

widespread behavioral change or create political headwinds. At its core, school improvement is 

about strengthening leadership and instructional practices, both of which require behavioral 

change that can push educators outside of their comfort zones. What matters is better 

understanding the behavioral, financial, and political challenges required to expand programs 

while maintaining their effectiveness.  

 

ASK:  How likely is it that the intervention could be replicated at scale under ordinary 

circumstances? 

 

INTERPRET:  Programs are unlikely to maintain their effectiveness at scale if they are only  

effective with a narrow population, entail substantial behavioral changes, require 

a skill level greater than that possessed by typical educators, face considerable 

opposition among the public or practitioners, are prohibitively costly, or depend 

on the charisma of a single person or a small corps of highly-trained and 

dedicated individuals.  

 

 

Toward a New Schema for Interpreting Effect Sizes 

 

 There exists an inherent tension in providing guidance on interpreting effect sizes. Broad 

guidelines can be applied widely and flexibly, but require a degree of technical expertise and 

result in subjective interpretations. Fixed benchmarks are easy to use and provide unambiguous 

answers, but fail to account for important contextual differences across studies or to reflect the 

degree of statistical uncertainty inherent in any estimate. Some scholars argue “there is no 

wisdom whatsoever” in proposing benchmarks (Glass, McGaw, & Smith, 1981, p.104) and that 

“it would be inappropriate to wed effect size to some necessarily arbitrary suggestion of 

substantive significance” (Kelley & Preacher, 2012, p.146). At the same time, benchmarks may 
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be a pragmatic necessity given that human cognition relies on comparisons and heuristic 

shortcuts to make sense of complex information. The persistent application of Cohen’s 

benchmarks, despite repeated calls to abandon them, suggests that little short of a simple 

alternative will dislodge them. Nature abhors a vacuum.  

 One solution to this tension is for researchers to identify benchmarks for specific classes 

of studies based on the distributions of effects from the relevant literature (e.g., Tanner-Smith, 

Durlak, & Marx, 2018). Benchmarking based on existing interventions applies a practical 

counterfactual to answer a specific question: “How large is the effect relative to other studies 

with broadly comparable features?” These sets of benchmarks would provide much-improved 

interpretations that we can and should refine based on the characteristics of individual studies 

and as more research becomes available. 

The schema I propose provides new benchmarks for one class of studies: causal research 

that evaluates the effect of education interventions on standardized student achievement. The 

motivation for this focus is threefold. First, it serves to narrow the contextual differences that 

make benchmarks impractical when considering a more diverse body of research. Second, 

standardized achievement tests are taken annually by tens of millions of public school students 

and are strong predictors of a range of positive outcomes in adulthood (Chetty, Friedman, & 

Rockoff, 2014). Third, we now have a large literature of causal research evaluating programs 

using standardized achievement outcomes on which to base new benchmarks.  

New Empirical Benchmarks 

I propose the following benchmarks for effect sizes from causal studies of pre-K–12 

education interventions evaluating effects on student achievement: less than 0.05 is Small, 0.05 

to less than 0.20 is Medium, and 0.20 or greater is Large. These proposed benchmarks are based 
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on the distribution of 1,942 effect sizes from 747 RCTs evaluating education interventions with 

standardized test outcomes (see Appendix A for source data and coding details). As shown in 

Table 1, these values divide the overall distribution, with a median of 0.10 SD, into approximate 

thirds (37th and 69th percentiles).  

If calling an effect size of 0.20 SD large seems overly enthusiastic, consider this: by 5th 

grade, student achievement improves about 0.40 SD or less over the course of an academic year 

(Bloom et al., 2008), and schools only account for around 40 percent of these achievement gains 

(Konstantopolus & Hedges, 2008; Chingos, Whitehurst, & Gallaher, 2015; Luyten, Merrell & 

Tymms, 2017). Formal schooling, our society’s defining education intervention, is delivered 

over more than 1,000 hours a year, costs over $10,000 per student, and barely qualifies as 

producing large effects in middle and high school. Additionally, consider this: raising student 

achievement by 0.20 SD results in a 2 percent increase in annual lifetime earnings on average 

(Chetty, Friedman, & Rockoff, 2014).  

Others might object to characterizing a 0.05 SD as a medium-sized effect, but raising 

academic achievement is difficult. One in four effect sizes from RCTs of education interventions 

with standardized test outcomes described in Table 1 are zero or negative, with many more 

small, positive effects that cannot be distinguished from zero. Even this likely understates the 

rate of failure among interventions, given publication bias again null findings.  

Adapting the Benchmarks 

The proposed benchmarks provide a general heuristic for interpreting effect sizes from 

causal studies of education interventions with pre-K–12 achievement outcomes. In Table 1, I 

explore how we might adapt these benchmarks to account for effect size heterogeneity across 

subjects, grades, and select study characteristics. Overall, effect sizes in reading are slightly 
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larger than those found in math. However, disaggregating by grade level reveals that the larger 

average effects in reading are driven exclusively by the considerably large effects on 

standardized tests of early-literacy skills in pre-kindergarten through 3rd grade. This is evident in 

Figure 1, which depicts the median and interquartile range (25th to 75th percentiles) of effect sizes 

in math (Panel A) and reading (Panel B) across grade levels (see Appendix Table B1 for specific 

statistics).  

In math, the distribution of effect sizes is relatively stable across grade levels, despite 

students making much larger learning gains in early childhood than during adolescence (Bloom 

et al., 2008; Lee, Fin, & Liu, 2019). Median effects in math cluster tightly between 0.04 and 0.09 

SD across all grades above pre-kindergarten (median 0.12 SD), and are similar in magnitude to 

effect sizes in reading across 4th to 12th grade (median between 0.04 and 0.08 SD). These results 

suggest that the proposed benchmarks are broadly applicable, if not even slightly high 

thresholds, for most grade and subject combinations with the exception of pre-kindergarten and 

lower elementary grades in reading. One might adjust benchmarks for evaluating effect sizes on 

assessments of early literacy upward to, say, 0.10 and 0.30 SD.  

Similar to prior studies, we find further evidence that larger studies with broad 

achievement measures produce systematically smaller effect sizes. Effect sizes from studies with 

samples greater than 2,000 students are several times smaller than studies with 100 students or 

fewer (medians of 0.03 vs. 0.24 SD). And effect sizes on broad achievement measures are 

noticeably smaller than those on narrow measures (medians of 0.10 vs. 0.17 SD). RCTs funded 

by the U.S. Department of Education, which requires scholars to pre-register their research 

design and report their findings, have a median effect size of 0.03 across 139 effect sizes from 49 

RCTs. These patterns suggest that effects of 0.15 or even 0.10 SD should be considered large 
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and impressive when they arise from large-scale field experiments that are pre-registered and 

examine broad achievement measures.  

Incorporating Costs and Scalability into Policy Decisions 

Simply reclassifying the magnitude of effect sizes is not sufficient from a policy 

perspective because effect sizes do not reflect the cost of a program or how likely it is to scale 

with fidelity. The schema shown in Table 2 combines effect size benchmarks with a 

corresponding set of empirically-based per-pupil cost benchmarks: less than $500 is Low, $500 

to under $4,000 is Moderate, and $4,000 or greater is High (see Appendix Table C1 for more 

details).7  Given that these cost benchmarks are derived from a sample of only 68 education 

interventions, they should be viewed as only a rough guide for classifying effect sizes into the 

simple cost-effectiveness ratios shown in this 3x3 matrix. 

The matrix helps to clarify two key insights about interpreting effect sizes: large effects 

are not uniformly more important than smaller effects, and low-cost interventions are not 

uniformly more favorable than costlier interventions. One can see this in the different 

combinations of effect sizes and costs that have similar cost-effectiveness ratios on a given 

downward-sloping diagonal, with green shading representing higher and red shading 

representing lower cost-effectiveness ratios. At the same time, interventions with similar cost-

effectiveness ratios are not interchangeable as policy decisions depend on local priorities, 

resources, and politics as well. 

 The last step is assessing whether an intervention is easy, reasonable, or hard to scale. 

Because there are no clear benchmarks to apply here, this step requires the judgement of the 

interpreter following the guidance I provide above. Reasonable people will disagree about 

program scalability. The larger point is to introduce scalability into the process of interpreting 
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effect sizes and to consider whether an intervention falls closer to the easy- or hard-to-scale end 

of the spectrum. Assessing scalability helps to provide a measure of the challenges associated 

with expanding a program so that these challenges are considered and addressed. 

An Example 

 Consider, for example, the previously cited studies evaluating the effects of universal free 

breakfast (0.09 SD) and individualized tutoring (0.23 SD). In many ways, these studies share 

similar core features. Both studies employ causal methods and examine effects on broad, reliable 

state achievement tests in math, standardized at the student level and assessed at the end of the 

school year in which the interventions were implemented. Both studies analyze sizable samples 

of over 2,000 students in grades (4th/5th vs. 9th/10th) where there are few systematic differences in 

the average effect size of education interventions.  

However, differences in sample characteristics and analytical approaches, costs, and 

scalability all indicate these effect sizes might be more similar in practical importance than their 

magnitudes suggest. Cook et al. (2015) target their tutoring study to male youth of middling 

achievement in distressed Chicago high schools, a narrow population for which the intervention 

is specifically designed and in which there is less variance in outcomes. They also focus on the 

effect of receiving tutoring, whereas Frisvold (2015) reports on the effect of offering a universal 

intervention – free breakfast – to all elementary school students. Both of these differences in 

study features likely contribute to the larger effect size for tutoring. 

Considering costs further illustrates how the smaller effect of universal free breakfast is, 

from a policy standpoint, equally if not more impressive than the large effect of individualized 

tutorials. Studies suggest a conservative estimate for the annual cost of universal free breakfast is 

$50 to $200 per student, depending on state and federal reimbursement rates (Schwartz & 
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Rothbart, 2017). Cook et al. (2015) report that the annual cost of individualized tutoring is more 

than $2,500 per student. Universal free breakfast produces a medium effect size at a low cost 

compared to individualized tutoring with a large effect size at a moderate cost.  

 Incorporating scalability demonstrates again how smaller effect sizes can be more 

meaningful than larger ones. Implementing individualized tutorials requires schools to 

reorganize their schedule to incorporate tutoring throughout the school day. Much of the effect of 

tutoring depends on the ability to recruit, select, train, and support a corps of effective tutors. I 

would characterize these implementation challenges as non-trivial, but reasonable, given they 

don’t require major behavioral changes on the part of core school staff. In contrast, a universal 

free breakfast program requires little skill or training on the part of cafeteria workers and can be 

provided using the existing equipment in school cafeterias. I would characterize universal free 

breakfast as easy to scale. The greater likelihood of scaling universal free breakfast programs 

with fidelity compared to individualized tutoring makes it that much more of a policy-relevant 

effect.  

Conclusion 

Rigorous evaluations of education interventions are necessary for evidence-based policy 

and practice, but they are not sufficient. To inform policy, scholars and policymakers must be 

able to interpret findings and judge their substantive significance. This is challenging because 

what, when, and how outcomes are measured, as well as subjective decisions researchers make 

about study design and analysis, all shape the magnitude of program effects. This article provides 

broad guidelines for incorporating study features into the interpretation process. It also proposes 

a new, more detailed schema with empirical benchmarks that reflect how the vast majority of 

education interventions fail or only produce effects that would be judged as small by Cohen’s 
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standards. Interpreting the policy relevance of effects requires that we update our expectations as 

well as consider program costs and scalability. Effect sizes that are equal in magnitude are rarely 

equal in importance.    
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Endnotes 

1 These benchmarks are specifically for effect sizes derived from standardized differences in 

means, which are the focus of this paper. 

 
2 For example, prior studies have focused on defining effect sizes (Kelley & Preacher, 2012), 

calculating effect sizes (Rosenthal, Rosnow, & Rubin, 2000; Hedges, 2008; Soland & Meng 

Thum, 2019), illustrating how research designs influence effect sizes (Cheung & Slavin, 2016; 

Simpson, 2017), developing empirical benchmarks for interpreting effect sizes (Bloom et al., 

2008; Hill et al., 2008), translating effect sizes into more intuitive terms (Lipsey et al., 2012; 

Baird & Pane, 2019), considering cost-effectiveness (Duncan & Magnuson, 2007; Harris, 2009; 

Levin & Belfield, 2015), and interpreting effect sizes in the fields of child development 

(McCartney & Rosenthal, 2000) and psychology (Funder & Ozer, 2019). 

 
3 For example, 2nd graders typically make average gains of 1.00 SD in math over the course of 

the school year, while 9th graders gain only 0.25 SD in math, on average. Dividing each of these 

annual gains by 9 months to arrive at an approximate magnitude of average gains per month of 

school illustrates that an effect size of 0.20 SD in math is less than 2 months of learning for a 2nd 

grader (0.2 SD * [9 months / 1.00 SD annual gain]) but over 7 months for a 9th grader (0.2 SD * 

[9 months / 0.25 SD gain]).  

 
4 This assumes no major threats to the validity of the randomization process or substantially 

differential attrition.   

 
5 This first approach is equivalent to Cohen’s d when the sample size for the treatment and 

control groups are the same and the second approach is known as Glass’s Δ. 

 
6 This lower take-up rate is due to some treatment students not taking up the offer of tutoring and 

others never receiving the offer because they did not return to the school they were enrolled in 

the previous year. 

 
7 Per-pupil costs can be converted into per-teacher or per-school costs by making a simple 

assumption about average class and school sizes.  
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Tables  

 

 

 
Table 1. Empirical Distributions of Effect Sizes from Randomized Control Trials of Education Interventions with Standardized Achievement Outcomes 

  
Overall 

  Subject   Sample Size   Scope of Test   
DoE Studies 

    Math Reading   ≤100 101 to 250 251 to 500 501 to 2,000 >2,000   Broad Narrow   

Mean 0.16   0.11 0.17   0.30 0.16 0.16 0.10 0.05   0.14 0.25   0.03 

Mean (weighted) 0.04   0.03 0.05   0.29 0.15 0.16 0.10 0.02   0.04 0.08   0.02 

Std 0.28   0.22 0.29   0.41 0.29 0.22 0.15 0.11   0.24 0.44   0.16 

P1 -0.38   -0.34 -0.38   -0.56 -0.42 -0.29 -0.23 -0.22   -0.38 -0.78   -0.38 

P10 -0.08   -0.08 -0.08   -0.10 -0.14 -0.07 -0.05 -0.06   -0.08 -0.12   -0.14 

P20 -0.01   -0.03 -0.01   0.02 -0.04 0.00 -0.01 -0.03   -0.03 0.00   -0.07 

P30 0.02   0.01 0.03   0.10 0.02 0.06 0.03 0.00   0.02 0.05   -0.04 

P40 0.06   0.04 0.08   0.16 0.07 0.10 0.06 0.01   0.06 0.11   -0.01 

P50 0.10   0.07 0.12   0.24 0.12 0.15 0.09 0.03   0.10 0.17   0.03 

P60 0.15   0.11 0.17   0.32 0.17 0.18 0.12 0.05   0.14 0.22   0.05 

P70 0.21   0.16 0.23   0.43 0.25 0.22 0.15 0.08   0.20 0.34   0.09 

P80 0.30   0.22 0.33   0.55 0.35 0.29 0.19 0.11   0.29 0.47   0.14 

P90 0.47   0.37 0.50   0.77 0.49 0.40 0.27 0.17   0.43 0.70   0.23 

P99 1.08   0.91 1.14   1.58 0.93 0.91 0.61 0.48   0.93 2.12   0.50 

k (# of effect sizes) 1942   588 1260   408 452 328 395 327   1352 243   139 

n (# of studies) 747   314 495   202 169 173 181 124   527 91   49 

Notes:  A majority of the standardized achievement outcomes (95%) are based on math and ELA test scores, with the remaining based on science, social studies, or 

general achievement. Weights are based on sample size for weighted mean estimates. See Appendix A for details about data sources 
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Table 2. A Schema for Interpreting Effect Sizes from Causal Studies of Education Interventions with Standardized Achievement 

Outcomes 

Cost-Effectiveness Ratio   Scalability 

    Cost Per Pupil     

    

Low                              

(< $500) 

Moderate             

($500 to <$4,000) 

High                    

($4,000 or >)     

E
ff

ec
t 

S
iz

e 

Small           

(<.05) 

Small ES /  

Low Cost 

Small ES /     

Moderate Cost 

Small ES /  

High Cost 
 

Easy to Scale 

Medium          

(.05 to <.20) 

Medium ES /         

Low Cost 

Medium ES / 

Moderate Cost 

Medium ES /        

High Cost 
& 

Reasonable to 

Scale 

Large                

(.20 or >) 

Large ES /   

Low Cost 

Large ES /    

Moderate Cost 

Large ES /  

High Cost   
Hard to Scale 

Notes:  ES = Effect Size. Green and red shading represent higher and lower cost-effectiveness ratios, respectively. 
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Figures 

Panel A. Math 
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Panel B. Reading 

 

 

Figure 1. The distribution of effect sizes from RCTs of education interventions with student 

achievement outcomes by subject and grade level.  

Notes: Vertical bars represent 90th-10th percentile ranges with darker shaded interquartile rages 

(75th-25th percentiles). Connected line dots illustrate changes in median effect sizes across grade 

distributions. Red horizontal lines indicate proposed effect size benchmarks.   
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Appendix A 

Effect Size Source Data and Coding 

A. Data 

 

I use six main sources to collect effect size outcomes from randomized controlled trials in 

education. These sources include five reports conducted by third parties which evaluate the 

impact of interventions studied using public grant money (4 US based; 1 UK based) and a 

textbook focused on implementing rigorous field experiments. The minimum effect sizes from 

each study range from -1.00 to -0.47 while the maximum effect sizes range from 0.51 to 2.85.  In 

Table A1, I provide detailed descriptions of each data source with further summary statistics.  

B. Sample 

 

Drawing on these data sources, I restrict my analytic sample to include only effect sizes 

from studies that are 1) education interventions, 2) randomized controlled trials, and 3) use as the 

outcome a standardized test. These restrictions result in an analytic sample of 1,942 effect sizes 

from an initial sample of 2,528. Over 98 percent of these effects are estimated from student-level 

data, suggesting they overwhelmingly reflect student-level standard deviations.  

Studies often reported effect sizes across a range of standardized and unstandardized 

measures. My research team and I excluded all non-test outcomes and any test outcome that was 

not standardized (such as researcher designed instruments). We used a unique study ID based on 

publication year and author last name(s) to remove duplicates introduced as a result of one study 

being reported in multiple sources. Table A1 provides the final counts for the number of effect 

sizes (n) and studies (k) in each source and also includes effect sizes for the mean, 33rd, 50th, and 

66th percentile values for each data set.  
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Table A1. Description of sources used to collect effect size outcomes 

Source Description 
Effect 

Sizes 
Studies Mean 

Mean 

(weighted) 

Percentiles 

33rd 50th 66th 

Handbook of Field 

Experiments, Vol. 2 

Handbook of Field Experiments, Volume Two explains how to 

conduct experimental research, presents a catalog of research to 

date, and describes which areas remain to be explored. Chapter 

two looks at the findings from 196 randomized field 

experiments specifically in education.   

347 190 0.15 0.04 0.04 0.10 0.16 

Best Evidence 

Encyclopedia 

The Best Evidence Encyclopedia is a free web site created by 

the Johns Hopkins University School of Education's Center for 

Data-Driven Reform in Education under funding from the 

Institute of Education Sciences, U.S. Department of Education. 

It is intended to give educators and researchers fair and useful 

information about the strength of the evidence supporting a 

variety of programs available for students in grades K-12. 

871 379 0.14 0.09 0.05 0.11 0.18 

IES WWC Database 

The What Works Clearinghouse is an investment of the 

Institute of Education Sciences (IES) within the U.S. 

Department of Education that was established in 2002. The 

work of the WWC is managed by a team of staff at IES and 

conducted under a set of contracts held by several leading firms 

with expertise in education, research methodology, and the 

dissemination of education research. 

506 162 0.21 0.01 0.04 0.12 0.22 

IES Commissioned RCTs 

2002-2013 

This report published by the Coalition for Evidence-Based 

Policy highlights key findings from 90 interventions that have 

been evaluated in IES-commissioned RCTs. 

85 28 0.01 0.01 -0.05 0.02 0.05 

Investing in Innovation 

Evaluations 

Evaluations from the Investing in Innovation Fund, which 

provides competitive grants to local education agencies and 

nonprofits to implement and evaluate educational interventions. 

All interventions are evaluated by outside organizations. 

54 21 0.06 0.03 -0.03 0.04 0.12 

Education Endowment 

Foundation 

The Education Endowment Foundation was established in 2011 

by The Sutton Trust, as a lead charity in partnership with 

Impetus Trust (now part of Impetus - The Private Equity 

Foundation) with a £125m founding grant from the Department 

for Education. The EEF and Sutton Trust are, together, the UK 

government-designated What Works Centre for Education. 

79 72 0.20 0.07 0.07 0.17 0.22 

Notes:  Duplicate studies and effect sizes from different data sources were dropped.     
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C. Codes  

After compiling the analytic sample, my research team and I coded these data for a range 

of characteristics including study sample size, grade level, subject, and whether a test was 

narrow or broad.  

We created indicator variables to identify which grades each study focused on. Many of 

the interventions ranged across multiple grades and only presented overall effect sizes. In these 

cases, we included effects sizes in all grade-level groups that are represented in each sample. In 

cases where effect sizes were listed separately by grade, they are included as separate 

observations. The result is that many effect sizes are not mutually exclusive by grade across the 

sample. Of the 1,942 effect sizes in the analytic sample, 1,017 are for single grades, 299 are with 

two grades, 226 are with three grades, 167 are with four grades, and the remaining 233 are 

associated with four or more grades.  

Following Hill et al. (2007), we distinguished between standardized tests that cover a 

broad subject matter and more narrow standardized tests. Studies often reported effect sizes for 

broad overall test scores and for scores from more narrow subdomains. To ensure these non-

independent effect sizes were not double counted, we included only the overall standardized 

score when the overall effect sizes and subdomain effect sizes were both reported. Table A2 

provides several examples of how we coded studies as broad and narrow.   
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Table A2. Examples of broad and narrow standardized outcomes 

Broad Standardized Measures   Narrow Standardized Measures 

Test of Preschool Early Literacy (TOPEL) Comprehensive 

Score 

  TOPEL Phonological Awareness 

  TOPEL Print Knowledge 

  TOPEL Definitional Vocabulary 

Gates Macginitie Total Score 

  Gates MacGinitie Vocabulary 

  Gates MacGinitie Comprehension 

  Gates MacGinitie Word Decoding 

California Achievement Test (CAT): Total mathematics 

subscore 

  CAT: Mathematics application 

  CAT: Mathematics computation 

  CAT: Mathematics concepts 

Woodcock Johnson-III Math Score 

  WJ-III Math Fluency 

  WJ-III Quant Concepts 

  WJ-III Math Reasoning 

- No associated broad measure - 

  Virginia Standards of Learning Algebra I Test 

  McGraw-Hill Algebra Proficiency Exam 

  Test of Economic Literacy 



 
42 

 

Appendix B 

 

Appendix Table B1.  Empirical Distributions of Effect Sizes from Randomized Control Trials of Education Interventions with Standardized Achievement Outcomes by Grade and Subject 

  Pre-K K Grade 1 Grade 2 Grade 3 Grade 4 Grade 5 Grade 6 Grade 7 Grade 8 Grade 9 Grade 10 Grade 11 Grade 12 

  Panel A: Math 

Mean 0.18 0.08 0.06 0.06 0.11 0.11 0.10 0.10 0.11 0.11 0.09 0.08 0.08 0.09 

Mean (weighted) 0.07 0.00 0.00 0.00 0.01 0.01 0.01 0.02 0.01 0.01 0.00 -0.01 -0.01 -0.01 

Std 0.27 0.14 0.15 0.13 0.16 0.20 0.18 0.17 0.19 0.17 0.22 0.23 0.19 0.21 

P1 -0.24 -0.33 -0.23 -0.22 -0.20 -0.30 -0.30 -0.29 -0.30 -0.29 -0.44 -0.78 -0.78 -0.78 

P10 -0.02 -0.05 -0.11 -0.07 -0.04 -0.05 -0.05 -0.06 -0.06 -0.05 -0.07 -0.07 -0.07 -0.07 

P20 0.01 -0.02 -0.05 -0.03 -0.01 -0.02 -0.02 -0.02 -0.02 0.00 -0.03 -0.04 -0.03 -0.03 

P30 0.03 0.01 -0.02 -0.01 0.02 0.01 0.01 0.02 0.01 0.03 0.00 0.00 0.00 0.00 

P40 0.07 0.04 0.02 0.02 0.04 0.03 0.04 0.04 0.04 0.05 0.02 0.02 0.02 0.03 

P50 0.12 0.09 0.04 0.05 0.08 0.06 0.07 0.07 0.07 0.07 0.05 0.04 0.04 0.07 

P60 0.16 0.11 0.08 0.09 0.11 0.10 0.10 0.10 0.10 0.11 0.09 0.09 0.09 0.14 

P70 0.22 0.13 0.11 0.11 0.15 0.15 0.13 0.13 0.15 0.15 0.16 0.14 0.16 0.18 

P80 0.30 0.19 0.15 0.15 0.23 0.22 0.21 0.20 0.22 0.21 0.21 0.20 0.21 0.21 

P90 0.45 0.27 0.27 0.23 0.36 0.37 0.34 0.31 0.31 0.27 0.34 0.27 0.27 0.28 

P99 1.40 0.40 0.48 0.40 0.75 0.77 0.75 0.91 0.91 0.91 0.73 1.09 0.62 0.62 

k (# effect sizes) 61 81 138 164 156 209 204 158 153 172 114 81 72 61 

n (# of studies) 22 49 69 80 95 123 123 87 77 90 65 48 39 34 

  Panel B: Reading 

Mean 0.13 0.21 0.29 0.17 0.15 0.12 0.11 0.10 0.09 0.09 0.08 0.08 0.11 0.10 

Mean (weighted) 0.10 0.02 0.04 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.00 -0.01 

Std 0.22 0.41 0.39 0.24 0.21 0.23 0.15 0.14 0.14 0.15 0.16 0.17 0.20 0.20 

P1 -0.38 -0.54 -0.45 -0.38 -0.38 -0.38 -0.15 -0.18 -0.21 -0.21 -0.24 -0.21 -0.17 -0.17 

P10 -0.08 -0.13 -0.04 -0.06 -0.05 -0.06 -0.04 -0.05 -0.06 -0.05 -0.06 -0.05 -0.04 -0.03 

P20 -0.03 -0.02 0.03 0.01 0.00 -0.01 -0.01 -0.01 -0.01 -0.01 -0.02 -0.01 -0.01 0.00 

P30 0.02 0.03 0.09 0.05 0.03 0.02 0.03 0.02 0.01 0.01 0.00 0.01 0.01 0.01 

P40 0.06 0.08 0.16 0.08 0.07 0.04 0.05 0.05 0.04 0.04 0.03 0.03 0.03 0.03 
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P50 0.11 0.14 0.22 0.13 0.11 0.08 0.09 0.07 0.06 0.06 0.06 0.05 0.05 0.04 

P60 0.15 0.20 0.29 0.19 0.15 0.12 0.12 0.11 0.09 0.10 0.10 0.09 0.10 0.10 

P70 0.18 0.29 0.41 0.24 0.20 0.17 0.16 0.14 0.12 0.13 0.12 0.12 0.13 0.13 

P80 0.27 0.43 0.52 0.32 0.28 0.23 0.22 0.18 0.18 0.18 0.15 0.15 0.16 0.15 

P90 0.40 0.69 0.70 0.51 0.43 0.40 0.30 0.25 0.24 0.24 0.24 0.20 0.29 0.25 

P99 0.87 1.73 1.73 0.87 0.73 0.93 0.57 0.59 0.58 0.59 0.75 0.93 0.93 0.93 

k (# effect sizes) 221 321 364 286 263 215 220 193 185 164 100 57 34 30 

n (# of studies) 65 104 167 139 145 130 121 110 96 84 54 34 20 18 

Notes:  Effect sizes across grades are not mutually exclusive as many studies present one effect sizes pooled across multiple grades. Weights are based on sample size for weighted mean 

estimates. 
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Appendix C 

 

Cost Data 

 

I report per-pupil costs in 2016 dollars from 68 education interventions. My research 

team and I gathered information on the costs of education interventions from the Washington 

State Institute for Public Policy (WSIPP) and selected studies that included information on 

intervention costs. Relevant to policymakers, we included costs from a broad range of education 

interventions that many states are currently considering, such as full-day kindergarten and 

teacher performance pay programs.  

Appendix Table C1. Empirical Distributions of Program Costs 

from Education Interventions 

Percentile Per-Pupil Cost 

Mean $4,752 

Std $9,720 

P1 $18 

P10 $77 

P20 $121 

P30 $210 

P40 $301 

P50 $882 

P60 $1,468 

P70 $3,150 

P80 $7,259 

P90 $15,530 

P99 $61,248 

n 68 

Notes:  Costs are calculated in 2016 dollars based on 

interventions from the Washington State Institute for Public 

Policy (2018), Harris (2009), Cook et al. (2015), Bowden et al. 

(2015), Jacob et al. (2016), Levin, Catlin, & Elson (2007), 

Levin et al. (2012), and Hollands et al. (2016). 

 

A. WSIPP 

 

Approximately three-quarters of my data on costs come from the WSIPP, a nonpartisan 

public research group whose purpose is to identify evidence-based policies that Washington 
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State can implement to improve statewide outcomes and efficiently use taxpayer dollars. The 

organization conducts meta-analyses of a range of Pre-K–12 interventions and reports how much 

it would cost to implement a particular intervention in the state of Washington.  

B. Other  

 

The rest of my cost data comes from Harris (2009), Cook et al. (2015), Bowden et al. 

(2015), Jacob et al. (2016), Levin, Catlin, and Elson (2007), Levin et al. (2012), and Hollands et 

al. (2016). I use these studies because they report costs for varied interventions like tutoring for 

struggling elementary school students (Jacob et al., 2016) to more broad service programs that 

address academic, health, emotional, and family needs (Bowden et al., 2015).  

 

 

 



 
Washington State Institute for Public Policy 

Benefit-Cost Results
 

 
Summer learning programs: Academically focused  

Pre-K to 12 Education  
Benefit-cost estimates updated December 2019.  Literature review updated June 2014.

 
The WSIPP benefit-cost analysis examines, on an apples-to-apples basis, the monetary value of
programs or policies to determine whether the benefits from the program exceed its costs. WSIPP’s
research approach to identifying evidence-based programs and policies has three main steps. First,
we determine “what works” (and what does not work) to improve outcomes using a statistical
technique called meta-analysis. Second, we calculate whether the benefits of a program exceed its
costs. Third, we estimate the risk of investing in a program by testing the sensitivity of our results. For
more detail on our methods, see our Technical Documentation.

 
Program Description: This analysis includes a variety of summer learning programs for students in
grades K–8 in which academic improvement is the main goal, often with a focus on remediation
and/or prevention of summer learning loss. The programs encompass a range of models and include
both community- and school-provided programs. Some programs offer services beyond academic
support, such as enrichment and recreation. Based on the studies in this analysis, a typical program
lasts about six weeks. This analysis excludes programs that focus on other goals such as general
youth development or job training and programs that combine summer learning programs with
additional support during the school year. 

 
The estimates shown are present value, life cycle benefits and costs. All dollars are expressed in the base year chosen for this analysis (2018). The chance the
benefits exceed the costs are derived from a Monte Carlo risk analysis. The details on this, as well as the economic discount rates and other relevant
parameters are described in our Technical Documentation.

 

Current estimates replace old estimates. Numbers will change over time as a result of model inputs and monetization methods.

Benefit-Cost Summary Statistics Per Participant

Benefits to:

    Taxpayers $1,510 Benefit to cost ratio $5.16
    Participants $3,547 Benefits minus costs $5,090
    Others $1,871 Chance the program will produce
    Indirect ($612) benefits greater than the costs 87 %
Total benefits $6,315
Net program cost ($1,225)
Benefits minus cost $5,090

Meta-Analysis of Program Effects
Outcomes measured Treatment

age
No. of
effect
sizes

Treatment
N

Adjusted effect sizes and standard errors used in the
benefit-cost analysis

Unadjusted effect
size (random effects

model)First time ES is estimated Second time ES is
estimated

ES SE Age ES SE Age ES p-value

Test scores 9 13 46259 0.064 0.020 9 0.038 0.022 17 0.064 0.002

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf
http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


 

 

 

Meta-analysis is a statistical method to combine the results from separate studies on a program, policy, or topic in order to estimate its effect on an
outcome. WSIPP systematically evaluates all credible evaluations we can locate on each topic. The outcomes measured are the types of program impacts
that were measured in the research literature (for example, crime or educational attainment). Treatment N represents the total number of individuals or
units in the treatment group across the included studies.

An effect size (ES) is a standard metric that summarizes the degree to which a program or policy affects a measured outcome. If the effect size is positive,
the outcome increases. If the effect size is negative, the outcome decreases.

Adjusted effect sizes are used to calculate the benefits from our benefit cost model.  WSIPP may adjust effect sizes based on methodological characteristics
of the study. For example, we may adjust effect sizes when a study has a weak research design or when the program developer is involved in the research.
The magnitude of these adjustments varies depending on the topic area.

WSIPP may also adjust the second ES measurement. Research shows the magnitude of some effect sizes decrease over time. For those effect sizes, we
estimate outcome-based adjustments which we apply between the first time ES is estimated and the second time ES is estimated. We also report the
unadjusted effect size to show the effect sizes before any adjustments have been made. More details about these adjustments can be found in our
Technical Documentation.

Detailed Monetary Benefit Estimates Per Participant

Affected
outcome:

Resulting benefits:1 Benefits accrue to:

Taxpayers Participants Others2 Indirect3 Total
Test scores Labor market earnings

associated with test scores
$1,510 $3,547 $1,871 $0 $6,928

Program cost Adjustment for deadweight cost
of program

$0 $0 $0 ($612) ($612)

Totals $1,510 $3,547 $1,871 ($612) $6,315

1In addition to the outcomes measured in the meta-analysis table, WSIPP measures benefits and costs estimated from other outcomes associated with
those reported in the evaluation literature. For example, empirical research demonstrates that high school graduation leads to reduced crime. These
associated measures provide a more complete picture of the detailed costs and benefits of the program.

2“Others” includes benefits to people other than taxpayers and participants. Depending on the program, it could include reductions in crime victimization,
the economic benefits from a more educated workforce, and the benefits from employer-paid health insurance.

3“Indirect benefits” includes estimates of the net changes in the value of a statistical life and net changes in the deadweight costs of taxation.

Detailed Annual Cost Estimates Per Participant

Annual cost Year dollars Summary

Program costs $1,132 2013 Present value of net program costs (in 2018 dollars) ($1,225)
Comparison costs $0 2013 Cost range (+ or -) 10 %

In the evaluations included in this meta-analysis, the average summer program included 140 service hours and 40 hours of staff training/planning time.
Teachers had, on average, 15 students in each class. To calculate a per-student annual cost, we used average Washington State compensation costs
(including benefits) for K–8 teachers as reported by the Office of the Superintendent of Public Instruction, divided by the average number of students per
class in the evaluated programs. We include per-student annual materials, supplies, and operating costs. The cost estimate provided here does not account
for meals or transportation.

The figures shown are estimates of the costs to implement programs in Washington. The comparison group costs reflect either no treatment or treatment
as usual, depending on how effect sizes were calculated in the meta-analysis. The cost range reported above reflects potential variation or uncertainty in
the cost estimate; more detail can be found in our Technical Documentation.

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf
http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


Benefits Minus Costs Over Time (Cumulative Discounted Dollars)

The graph above illustrates the estimated cumulative net benefits per-participant for the first fifty years beyond the initial investment in the program. We
present these cash flows in discounted dollars. If the dollars are negative (bars below $0 line), the cumulative benefits do not outweigh the cost of the
program up to that point in time. The program breaks even when the dollars reach $0. At this point, the total benefits to participants, taxpayers, and others,
are equal to the cost of the program. If the dollars are above $0, the benefits of the program exceed the initial investment.

Benefits by Perspective Over Time (Cumulative Discounted Dollars)



The graph above illustrates the breakdown of the estimated cumulative benefits (not including program costs) per-participant for the first fifty years beyond
the initial investment in the program. These cash flows provide a breakdown of the classification of dollars over time into four perspectives: taxpayer,
participant, others, and indirect. “Taxpayers” includes expected savings to government and expected increases in tax revenue. “Participants” includes
expected increases in earnings and expenditures for items such as health care and college tuition. “Others” includes benefits to people other than taxpayers
and participants. Depending on the program, it could include reductions in crime victimization, the economic benefits from a more educated workforce, and
the benefits from employer-paid health insurance. “Indirect benefits” includes estimates of the changes in the value of a statistical life and changes in the
deadweight costs of taxation. If a section of the bar is below the $0 line, the program is creating a negative benefit, meaning a loss of value from that
perspective.

Taxpayer Benefits by Source of Value Over Time (Cumulative Discounted Dollars)

The graph above focuses on the subset of estimated cumulative benefits that accrue to taxpayers. The cash flows are divided into the source of the value.
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The WSIPP benefit-cost analysis examines, on an apples-to-apples basis, the monetary value of
programs or policies to determine whether the benefits from the program exceed its costs. WSIPP’s
research approach to identifying evidence-based programs and policies has three main steps. First,
we determine “what works” (and what does not work) to improve outcomes using a statistical
technique called meta-analysis. Second, we calculate whether the benefits of a program exceed its
costs. Third, we estimate the risk of investing in a program by testing the sensitivity of our results. For
more detail on our methods, see our Technical Documentation.

 
Program Description: The tutoring programs included in this analysis provide one-on-one tutoring
to struggling students in English language arts and/or mathematics. The evaluated programs typically
allow tutors to exercise discretion when selecting and implementing tutoring strategies. The
programs typically serve early elementary school students and provide, on average, 35 hours of
tutoring time to an individual student over nine months. The tutors are non-certificated adults (e.g.
paraeducators and community volunteers) who receive approximately three hours of training.

 
The estimates shown are present value, life cycle benefits and costs. All dollars are expressed in the base year chosen for this analysis (2018). The chance the
benefits exceed the costs are derived from a Monte Carlo risk analysis. The details on this, as well as the economic discount rates and other relevant
parameters are described in our Technical Documentation.

 

Current estimates replace old estimates. Numbers will change over time as a result of model inputs and monetization methods.

Benefit-Cost Summary Statistics Per Participant

Benefits to:

    Taxpayers $3,611 Benefit to cost ratio $5.66
    Participants $8,482 Benefits minus costs $12,530
    Others $4,474 Chance the program will produce
    Indirect ($1,346) benefits greater than the costs 92 %
Total benefits $15,221
Net program cost ($2,691)
Benefits minus cost $12,530

Meta-Analysis of Program Effects
Outcomes measured Treatment

age
No. of
effect
sizes

Treatment
N

Adjusted effect sizes and standard errors used in the
benefit-cost analysis

Unadjusted effect
size (random effects

model)First time ES is estimated Second time ES is
estimated

ES SE Age ES SE Age ES p-value

School attendance^ 6 1 29 0.090 0.326 6 n/a n/a n/a 0.090 0.783

Test scores 6 30 3916 0.244 0.041 6 0.098 0.045 17 0.399 0.001

^WSIPP’s benefit-cost model does not monetize this outcome.

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf
http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


 

 

 

Meta-analysis is a statistical method to combine the results from separate studies on a program, policy, or topic in order to estimate its effect on an
outcome. WSIPP systematically evaluates all credible evaluations we can locate on each topic. The outcomes measured are the types of program impacts
that were measured in the research literature (for example, crime or educational attainment). Treatment N represents the total number of individuals or
units in the treatment group across the included studies.

An effect size (ES) is a standard metric that summarizes the degree to which a program or policy affects a measured outcome. If the effect size is positive,
the outcome increases. If the effect size is negative, the outcome decreases.

Adjusted effect sizes are used to calculate the benefits from our benefit cost model.  WSIPP may adjust effect sizes based on methodological characteristics
of the study. For example, we may adjust effect sizes when a study has a weak research design or when the program developer is involved in the research.
The magnitude of these adjustments varies depending on the topic area.

WSIPP may also adjust the second ES measurement. Research shows the magnitude of some effect sizes decrease over time. For those effect sizes, we
estimate outcome-based adjustments which we apply between the first time ES is estimated and the second time ES is estimated. We also report the
unadjusted effect size to show the effect sizes before any adjustments have been made. More details about these adjustments can be found in our
Technical Documentation.

Detailed Monetary Benefit Estimates Per Participant

Affected
outcome:

Resulting benefits:1 Benefits accrue to:

Taxpayers Participants Others2 Indirect3 Total
Test scores Labor market earnings

associated with test scores
$3,611 $8,482 $4,474 $0 $16,567

Program cost Adjustment for deadweight cost
of program

$0 $0 $0 ($1,346) ($1,346)

Totals $3,611 $8,482 $4,474 ($1,346) $15,221

1In addition to the outcomes measured in the meta-analysis table, WSIPP measures benefits and costs estimated from other outcomes associated with
those reported in the evaluation literature. For example, empirical research demonstrates that high school graduation leads to reduced crime. These
associated measures provide a more complete picture of the detailed costs and benefits of the program.

2“Others” includes benefits to people other than taxpayers and participants. Depending on the program, it could include reductions in crime victimization,
the economic benefits from a more educated workforce, and the benefits from employer-paid health insurance.

3“Indirect benefits” includes estimates of the net changes in the value of a statistical life and net changes in the deadweight costs of taxation.

Detailed Annual Cost Estimates Per Participant

Annual cost Year dollars Summary

Program costs $2,654 2018 Present value of net program costs (in 2018 dollars) ($2,691)
Comparison costs $0 2018 Cost range (+ or -) 20 %

In the evaluations included in this analysis, the average non-structured one-on-one tutoring program provides 35 hours of tutoring per student and three
hours of training time per tutor. To calculate a per-student annual cost, we use average Washington State compensation costs (including benefits) for K-12
staff (i.e., elementary teachers and paraeducators) as reported by the Office of the Superintendent of Public Instruction for the 2018-19 school year and
weight by the treatment samples in each study.

The figures shown are estimates of the costs to implement programs in Washington. The comparison group costs reflect either no treatment or treatment
as usual, depending on how effect sizes were calculated in the meta-analysis. The cost range reported above reflects potential variation or uncertainty in
the cost estimate; more detail can be found in our Technical Documentation.

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf
http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


Benefits Minus Costs Over Time (Cumulative Discounted Dollars)

The graph above illustrates the estimated cumulative net benefits per-participant for the first fifty years beyond the initial investment in the program. We
present these cash flows in discounted dollars. If the dollars are negative (bars below $0 line), the cumulative benefits do not outweigh the cost of the
program up to that point in time. The program breaks even when the dollars reach $0. At this point, the total benefits to participants, taxpayers, and others,
are equal to the cost of the program. If the dollars are above $0, the benefits of the program exceed the initial investment.

Benefits by Perspective Over Time (Cumulative Discounted Dollars)



The graph above illustrates the breakdown of the estimated cumulative benefits (not including program costs) per-participant for the first fifty years beyond
the initial investment in the program. These cash flows provide a breakdown of the classification of dollars over time into four perspectives: taxpayer,
participant, others, and indirect. “Taxpayers” includes expected savings to government and expected increases in tax revenue. “Participants” includes
expected increases in earnings and expenditures for items such as health care and college tuition. “Others” includes benefits to people other than taxpayers
and participants. Depending on the program, it could include reductions in crime victimization, the economic benefits from a more educated workforce, and
the benefits from employer-paid health insurance. “Indirect benefits” includes estimates of the changes in the value of a statistical life and changes in the
deadweight costs of taxation. If a section of the bar is below the $0 line, the program is creating a negative benefit, meaning a loss of value from that
perspective.

Taxpayer Benefits by Source of Value Over Time (Cumulative Discounted Dollars)

The graph above focuses on the subset of estimated cumulative benefits that accrue to taxpayers. The cash flows are divided into the source of the value.
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The WSIPP benefit-cost analysis examines, on an apples-to-apples basis, the monetary value of
programs or policies to determine whether the benefits from the program exceed its costs. WSIPP’s
research approach to identifying evidence-based programs and policies has three main steps. First,
we determine “what works” (and what does not work) to improve outcomes using a statistical
technique called meta-analysis. Second, we calculate whether the benefits of a program exceed its
costs. Third, we estimate the risk of investing in a program by testing the sensitivity of our results. For
more detail on our methods, see our Technical Documentation.

 
Program Description: The tutoring programs included in this analysis provide one-on-one tutoring
to struggling students in English language arts and/or mathematics. The evaluated programs typically
allow tutors to exercise their own discretion when selecting and implementing tutoring strategies.
The programs typically serve early elementary school students and provide, on average, 35 hours of
tutoring time to an individual student over nine months. The tutors are non-certificated adults (e.g.
paraeducators and community volunteers) who receive approximately three hours of training.

 
The estimates shown are present value, life cycle benefits and costs. All dollars are expressed in the base year chosen for this analysis (2018). The chance the
benefits exceed the costs are derived from a Monte Carlo risk analysis. The details on this, as well as the economic discount rates and other relevant
parameters are described in our Technical Documentation.

 

Current estimates replace old estimates. Numbers will change over time as a result of model inputs and monetization methods.

Benefit-Cost Summary Statistics Per Participant

Benefits to:

    Taxpayers $898 Benefit to cost ratio $2.84
    Participants $2,110 Benefits minus costs $2,269
    Others $1,113 Chance the program will produce
    Indirect ($618) benefits greater than the costs 69 %
Total benefits $3,505
Net program cost ($1,235)
Benefits minus cost $2,269

Meta-Analysis of Program Effects
Outcomes measured Treatment

age
No. of
effect
sizes

Treatment
N

Adjusted effect sizes and standard errors used in the
benefit-cost analysis

Unadjusted effect
size (random effects

model)First time ES is estimated Second time ES is
estimated

ES SE Age ES SE Age ES p-value

Grade point average 11 1 175 -0.052 0.107 11 n/a n/a n/a -0.052 0.625

School attendance 11 1 185 0.108 0.104 11 n/a n/a n/a 0.108 0.300

Test scores 11 9 6215 0.030 0.018 11 0.022 0.020 17 0.030 0.095

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf
http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


 

 

 

Meta-analysis is a statistical method to combine the results from separate studies on a program, policy, or topic in order to estimate its effect on an
outcome. WSIPP systematically evaluates all credible evaluations we can locate on each topic. The outcomes measured are the types of program impacts
that were measured in the research literature (for example, crime or educational attainment). Treatment N represents the total number of individuals or
units in the treatment group across the included studies.

An effect size (ES) is a standard metric that summarizes the degree to which a program or policy affects a measured outcome. If the effect size is positive,
the outcome increases. If the effect size is negative, the outcome decreases.

Adjusted effect sizes are used to calculate the benefits from our benefit cost model.  WSIPP may adjust effect sizes based on methodological characteristics
of the study. For example, we may adjust effect sizes when a study has a weak research design or when the program developer is involved in the research.
The magnitude of these adjustments varies depending on the topic area.

WSIPP may also adjust the second ES measurement. Research shows the magnitude of some effect sizes decrease over time. For those effect sizes, we
estimate outcome-based adjustments which we apply between the first time ES is estimated and the second time ES is estimated. We also report the
unadjusted effect size to show the effect sizes before any adjustments have been made. More details about these adjustments can be found in our
Technical Documentation.

Detailed Monetary Benefit Estimates Per Participant

Affected
outcome:

Resulting benefits:1 Benefits accrue to:

Taxpayers Participants Others2 Indirect3 Total
Test scores Labor market earnings

associated with test scores
$898 $2,110 $1,113 $0 $4,122

Program cost Adjustment for deadweight cost
of program

$0 $0 $0 ($618) ($618)

Totals $898 $2,110 $1,113 ($618) $3,505

1In addition to the outcomes measured in the meta-analysis table, WSIPP measures benefits and costs estimated from other outcomes associated with
those reported in the evaluation literature. For example, empirical research demonstrates that high school graduation leads to reduced crime. These
associated measures provide a more complete picture of the detailed costs and benefits of the program.

2“Others” includes benefits to people other than taxpayers and participants. Depending on the program, it could include reductions in crime victimization,
the economic benefits from a more educated workforce, and the benefits from employer-paid health insurance.

3“Indirect benefits” includes estimates of the net changes in the value of a statistical life and net changes in the deadweight costs of taxation.

Detailed Annual Cost Estimates Per Participant

Annual cost Year dollars Summary

Program costs $1,218 2018 Present value of net program costs (in 2018 dollars) ($1,235)
Comparison costs $0 2018 Cost range (+ or -) 20 %

In the evaluations included in this analysis, the average non-structured one-on-one tutoring program provides 35 hours of tutoring per student and three
hours of training time per tutor. To calculate a per-student annual cost, we use average Washington State compensation costs (including benefits) for K-12
staff (i.e., elementary teachers and paraeducators) as reported by the Office of the Superintendent of Public Instruction for the 2018-19 school year and
weight by the treatment samples in each study.

The figures shown are estimates of the costs to implement programs in Washington. The comparison group costs reflect either no treatment or treatment
as usual, depending on how effect sizes were calculated in the meta-analysis. The cost range reported above reflects potential variation or uncertainty in
the cost estimate; more detail can be found in our Technical Documentation.

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf
http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


Benefits Minus Costs Over Time (Cumulative Discounted Dollars)

The graph above illustrates the estimated cumulative net benefits per-participant for the first fifty years beyond the initial investment in the program. We
present these cash flows in discounted dollars. If the dollars are negative (bars below $0 line), the cumulative benefits do not outweigh the cost of the
program up to that point in time. The program breaks even when the dollars reach $0. At this point, the total benefits to participants, taxpayers, and others,
are equal to the cost of the program. If the dollars are above $0, the benefits of the program exceed the initial investment.

Benefits by Perspective Over Time (Cumulative Discounted Dollars)



The graph above illustrates the breakdown of the estimated cumulative benefits (not including program costs) per-participant for the first fifty years beyond
the initial investment in the program. These cash flows provide a breakdown of the classification of dollars over time into four perspectives: taxpayer,
participant, others, and indirect. “Taxpayers” includes expected savings to government and expected increases in tax revenue. “Participants” includes
expected increases in earnings and expenditures for items such as health care and college tuition. “Others” includes benefits to people other than taxpayers
and participants. Depending on the program, it could include reductions in crime victimization, the economic benefits from a more educated workforce, and
the benefits from employer-paid health insurance. “Indirect benefits” includes estimates of the changes in the value of a statistical life and changes in the
deadweight costs of taxation. If a section of the bar is below the $0 line, the program is creating a negative benefit, meaning a loss of value from that
perspective.

Taxpayer Benefits by Source of Value Over Time (Cumulative Discounted Dollars)

The graph above focuses on the subset of estimated cumulative benefits that accrue to taxpayers. The cash flows are divided into the source of the value.
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Tutoring: By certificated teachers, small-group, structured  

Pre-K to 12 Education  
Benefit-cost estimates updated December 2019.  Literature review updated April 2020.

 
The WSIPP benefit-cost analysis examines, on an apples-to-apples basis, the monetary value of
programs or policies to determine whether the benefits from the program exceed its costs. WSIPP’s
research approach to identifying evidence-based programs and policies has three main steps. First,
we determine “what works” (and what does not work) to improve outcomes using a statistical
technique called meta-analysis. Second, we calculate whether the benefits of a program exceed its
costs. Third, we estimate the risk of investing in a program by testing the sensitivity of our results. For
more detail on our methods, see our Technical Documentation.

 
Program Description: Tutoring by certificated teachers in small groups reflects additional instruction
outside of regular classroom instruction. All tutors have their teaching certification. In this analysis,
structured and systematic approaches to reading or math instruction are taught to students who
either test below average on reading comprehension or test below grade-level on math standardized
tests.
 
Tutoring is provided within the school day to bring below-grade level performers up to grade-level in
reading or math. On average, students participate in small group tutoring for three to four weekly,
45-minute lessons for an average of 16 weeks. In the included studies, tutoring is provided to
elementary-aged students using several programs, including Read Aloud, Proactive & Reactive
Reading, Reading Recovery, SpellRead P.A.T. program, Lindamood Phoneme Sequencing program,
and Number Rockets. The analysis excludes studies that focus exclusively on special education
populations. Studies in the analysis compare students receiving small-group tutoring by certificated
teachers to students who receive no additional instruction outside of regular classroom instruction.

 
The estimates shown are present value, life cycle benefits and costs. All dollars are expressed in the base year chosen for this analysis (2018). The chance the
benefits exceed the costs are derived from a Monte Carlo risk analysis. The details on this, as well as the economic discount rates and other relevant
parameters are described in our Technical Documentation.

Current estimates replace old estimates. Numbers will change over time as a result of model inputs and monetization methods.

Benefit-Cost Summary Statistics Per Participant

Benefits to:

    Taxpayers $4,239 Benefit to cost ratio $9.63
    Participants $9,957 Benefits minus costs $16,569
    Others $5,252 Chance the program will produce
    Indirect ($960) benefits greater than the costs 97 %
Total benefits $18,488
Net program cost ($1,920)
Benefits minus cost $16,569

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf
http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


 

 

 

 

Meta-Analysis of Program Effects
Outcomes measured Treatment

age
No. of
effect
sizes

Treatment
N

Adjusted effect sizes and standard errors used in the
benefit-cost analysis

Unadjusted effect
size (random effects

model)First time ES is estimated Second time ES is
estimated

ES SE Age ES SE Age ES p-value

Test scores 7 12 1572 0.239 0.041 7 0.112 0.045 17 0.258 0.001

Meta-analysis is a statistical method to combine the results from separate studies on a program, policy, or topic in order to estimate its effect on an
outcome. WSIPP systematically evaluates all credible evaluations we can locate on each topic. The outcomes measured are the types of program impacts
that were measured in the research literature (for example, crime or educational attainment). Treatment N represents the total number of individuals or
units in the treatment group across the included studies.

An effect size (ES) is a standard metric that summarizes the degree to which a program or policy affects a measured outcome. If the effect size is positive,
the outcome increases. If the effect size is negative, the outcome decreases.

Adjusted effect sizes are used to calculate the benefits from our benefit cost model.  WSIPP may adjust effect sizes based on methodological characteristics
of the study. For example, we may adjust effect sizes when a study has a weak research design or when the program developer is involved in the research.
The magnitude of these adjustments varies depending on the topic area.

WSIPP may also adjust the second ES measurement. Research shows the magnitude of some effect sizes decrease over time. For those effect sizes, we
estimate outcome-based adjustments which we apply between the first time ES is estimated and the second time ES is estimated. We also report the
unadjusted effect size to show the effect sizes before any adjustments have been made. More details about these adjustments can be found in our
Technical Documentation.

Detailed Monetary Benefit Estimates Per Participant

Affected
outcome:

Resulting benefits:1 Benefits accrue to:

Taxpayers Participants Others2 Indirect3 Total
Test scores Labor market earnings

associated with test scores
$4,239 $9,957 $5,252 $0 $19,448

Program cost Adjustment for deadweight cost
of program

$0 $0 $0 ($960) ($960)

Totals $4,239 $9,957 $5,252 ($960) $18,488

1In addition to the outcomes measured in the meta-analysis table, WSIPP measures benefits and costs estimated from other outcomes associated with
those reported in the evaluation literature. For example, empirical research demonstrates that high school graduation leads to reduced crime. These
associated measures provide a more complete picture of the detailed costs and benefits of the program.

2“Others” includes benefits to people other than taxpayers and participants. Depending on the program, it could include reductions in crime victimization,
the economic benefits from a more educated workforce, and the benefits from employer-paid health insurance.

3“Indirect benefits” includes estimates of the net changes in the value of a statistical life and net changes in the deadweight costs of taxation.

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


Detailed Annual Cost Estimates Per Participant

Annual cost Year dollars Summary

Program costs $1,893 2018 Present value of net program costs (in 2018 dollars) ($1,920)
Comparison costs $0 2018 Cost range (+ or -) 20 %

In the evaluations included in this meta-analysis, a certificated teacher provides, on average, 40 hours of tutoring to nine students per year in groups of
three and receives approximately 35 hours of training. To calculate a per-student annual cost, we used average Washington State compensation costs
(including benefits) for a K–8 teacher as reported by the Office of the Superintendent of Public Instruction, divided by the total number of students served
in the studies.

The figures shown are estimates of the costs to implement programs in Washington. The comparison group costs reflect either no treatment or treatment
as usual, depending on how effect sizes were calculated in the meta-analysis. The cost range reported above reflects potential variation or uncertainty in
the cost estimate; more detail can be found in our Technical Documentation.

Benefits Minus Costs Over Time (Cumulative Discounted Dollars)

The graph above illustrates the estimated cumulative net benefits per-participant for the first fifty years beyond the initial investment in the program. We
present these cash flows in discounted dollars. If the dollars are negative (bars below $0 line), the cumulative benefits do not outweigh the cost of the
program up to that point in time. The program breaks even when the dollars reach $0. At this point, the total benefits to participants, taxpayers, and others,
are equal to the cost of the program. If the dollars are above $0, the benefits of the program exceed the initial investment.

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


Benefits by Perspective Over Time (Cumulative Discounted Dollars)

The graph above illustrates the breakdown of the estimated cumulative benefits (not including program costs) per-participant for the first fifty years beyond
the initial investment in the program. These cash flows provide a breakdown of the classification of dollars over time into four perspectives: taxpayer,
participant, others, and indirect. “Taxpayers” includes expected savings to government and expected increases in tax revenue. “Participants” includes
expected increases in earnings and expenditures for items such as health care and college tuition. “Others” includes benefits to people other than taxpayers
and participants. Depending on the program, it could include reductions in crime victimization, the economic benefits from a more educated workforce, and
the benefits from employer-paid health insurance. “Indirect benefits” includes estimates of the changes in the value of a statistical life and changes in the
deadweight costs of taxation. If a section of the bar is below the $0 line, the program is creating a negative benefit, meaning a loss of value from that
perspective.

Taxpayer Benefits by Source of Value Over Time (Cumulative Discounted Dollars)

The graph above focuses on the subset of estimated cumulative benefits that accrue to taxpayers. The cash flows are divided into the source of the value.
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Tutoring: By non-certificated adults, small-group, structured  
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The WSIPP benefit-cost analysis examines, on an apples-to-apples basis, the monetary value of
programs or policies to determine whether the benefits from the program exceed its costs. WSIPP’s
research approach to identifying evidence-based programs and policies has three main steps. First,
we determine “what works” (and what does not work) to improve outcomes using a statistical
technique called meta-analysis. Second, we calculate whether the benefits of a program exceed its
costs. Third, we estimate the risk of investing in a program by testing the sensitivity of our results. For
more detail on our methods, see our Technical Documentation.

 
Program Description: Tutoring by non-certificated adults in small groups reflects additional
instruction outside of regular classroom instruction. Tutors, in this instance, are non-certificated
adults and can be graduate students, adult volunteers, or paraeducators. In this analysis, structured
and systematic approaches to reading or math instruction are taught to students that either test
below average on reading comprehension or test below grade-level on standardized math tests.
 
Tutoring is provided within the school day to bring below-grade level performers up to grade-level in
reading or math. On average, students participate in small group tutoring for three weekly, 40-minute
lessons for an average of 15 weeks. In the included studies, tutoring is provided to elementary-aged
students using several programs, including Math Flash and Number Sense, among other non-
manualized interventions. The analysis excludes studies that focus exclusively on special education
populations. Studies in the analysis compare students receiving small-group tutoring by non-
certificated adults to students who receive no additional instruction outside of regular classroom
instruction.  

 
The estimates shown are present value, life cycle benefits and costs. All dollars are expressed in the base year chosen for this analysis (2018). The chance the
benefits exceed the costs are derived from a Monte Carlo risk analysis. The details on this, as well as the economic discount rates and other relevant
parameters are described in our Technical Documentation.

Current estimates replace old estimates. Numbers will change over time as a result of model inputs and monetization methods.

Benefit-Cost Summary Statistics Per Participant

Benefits to:

    Taxpayers $2,021 Benefit to cost ratio $15.63
    Participants $4,746 Benefits minus costs $8,409
    Others $2,504 Chance the program will produce
    Indirect ($287) benefits greater than the costs 69 %
Total benefits $8,984
Net program cost ($575)
Benefits minus cost $8,409

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf
http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


 

 

 

 

Meta-Analysis of Program Effects
Outcomes measured Treatment

age
No. of
effect
sizes

Treatment
N

Adjusted effect sizes and standard errors used in the
benefit-cost analysis

Unadjusted effect
size (random effects

model)First time ES is estimated Second time ES is
estimated

ES SE Age ES SE Age ES p-value

Test scores 7 6 370 0.114 0.085 7 0.054 0.093 17 0.257 0.002

Meta-analysis is a statistical method to combine the results from separate studies on a program, policy, or topic in order to estimate its effect on an
outcome. WSIPP systematically evaluates all credible evaluations we can locate on each topic. The outcomes measured are the types of program impacts
that were measured in the research literature (for example, crime or educational attainment). Treatment N represents the total number of individuals or
units in the treatment group across the included studies.

An effect size (ES) is a standard metric that summarizes the degree to which a program or policy affects a measured outcome. If the effect size is positive,
the outcome increases. If the effect size is negative, the outcome decreases.

Adjusted effect sizes are used to calculate the benefits from our benefit cost model.  WSIPP may adjust effect sizes based on methodological characteristics
of the study. For example, we may adjust effect sizes when a study has a weak research design or when the program developer is involved in the research.
The magnitude of these adjustments varies depending on the topic area.

WSIPP may also adjust the second ES measurement. Research shows the magnitude of some effect sizes decrease over time. For those effect sizes, we
estimate outcome-based adjustments which we apply between the first time ES is estimated and the second time ES is estimated. We also report the
unadjusted effect size to show the effect sizes before any adjustments have been made. More details about these adjustments can be found in our
Technical Documentation.

Detailed Monetary Benefit Estimates Per Participant

Affected
outcome:

Resulting benefits:1 Benefits accrue to:

Taxpayers Participants Others2 Indirect3 Total
Test scores Labor market earnings

associated with test scores
$2,021 $4,746 $2,504 $0 $9,271

Program cost Adjustment for deadweight cost
of program

$0 $0 $0 ($287) ($287)

Totals $2,021 $4,746 $2,504 ($287) $8,984

1In addition to the outcomes measured in the meta-analysis table, WSIPP measures benefits and costs estimated from other outcomes associated with
those reported in the evaluation literature. For example, empirical research demonstrates that high school graduation leads to reduced crime. These
associated measures provide a more complete picture of the detailed costs and benefits of the program.

2“Others” includes benefits to people other than taxpayers and participants. Depending on the program, it could include reductions in crime victimization,
the economic benefits from a more educated workforce, and the benefits from employer-paid health insurance.

3“Indirect benefits” includes estimates of the net changes in the value of a statistical life and net changes in the deadweight costs of taxation.

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


Detailed Annual Cost Estimates Per Participant

Annual cost Year dollars Summary

Program costs $567 2018 Present value of net program costs (in 2018 dollars) ($575)
Comparison costs $0 2018 Cost range (+ or -) 20 %

In the evaluations included in this meta-analysis, a non-certificated adult provides, on average, 27 hours of tutoring to groups of three to four students and
receives approximately 20 hours of training. To calculate a per-student annual cost, we used average Washington State compensation costs (including
benefits) for a K–8 paraeducator as reported by the Office of the Superintendent of Public Instruction, divided by the total number of students served in the
studies. For the remaining studies that use a graduate student or adult volunteer tutor, we use the 2018 median wage (including benefits) of all occupations
in Washington State as reported by the Bureau of Labor Statistics, divided by the total number of students served in the studies.

The figures shown are estimates of the costs to implement programs in Washington. The comparison group costs reflect either no treatment or treatment
as usual, depending on how effect sizes were calculated in the meta-analysis. The cost range reported above reflects potential variation or uncertainty in
the cost estimate; more detail can be found in our Technical Documentation.

Benefits Minus Costs Over Time (Cumulative Discounted Dollars)

The graph above illustrates the estimated cumulative net benefits per-participant for the first fifty years beyond the initial investment in the program. We
present these cash flows in discounted dollars. If the dollars are negative (bars below $0 line), the cumulative benefits do not outweigh the cost of the
program up to that point in time. The program breaks even when the dollars reach $0. At this point, the total benefits to participants, taxpayers, and others,
are equal to the cost of the program. If the dollars are above $0, the benefits of the program exceed the initial investment.

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


Benefits by Perspective Over Time (Cumulative Discounted Dollars)

The graph above illustrates the breakdown of the estimated cumulative benefits (not including program costs) per-participant for the first fifty years beyond
the initial investment in the program. These cash flows provide a breakdown of the classification of dollars over time into four perspectives: taxpayer,
participant, others, and indirect. “Taxpayers” includes expected savings to government and expected increases in tax revenue. “Participants” includes
expected increases in earnings and expenditures for items such as health care and college tuition. “Others” includes benefits to people other than taxpayers
and participants. Depending on the program, it could include reductions in crime victimization, the economic benefits from a more educated workforce, and
the benefits from employer-paid health insurance. “Indirect benefits” includes estimates of the changes in the value of a statistical life and changes in the
deadweight costs of taxation. If a section of the bar is below the $0 line, the program is creating a negative benefit, meaning a loss of value from that
perspective.

Taxpayer Benefits by Source of Value Over Time (Cumulative Discounted Dollars)

The graph above focuses on the subset of estimated cumulative benefits that accrue to taxpayers. The cash flows are divided into the source of the value.
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Tutoring: Supplemental computer-assisted instruction for struggling readers (vs.

other assistance)  
Pre-K to 12 Education  

Benefit-cost estimates updated December 2019.  Literature review updated March 2020.

 
The WSIPP benefit-cost analysis examines, on an apples-to-apples basis, the monetary value of
programs or policies to determine whether the benefits from the program exceed its costs. WSIPP’s
research approach to identifying evidence-based programs and policies has three main steps. First,
we determine “what works” (and what does not work) to improve outcomes using a statistical
technique called meta-analysis. Second, we calculate whether the benefits of a program exceed its
costs. Third, we estimate the risk of investing in a program by testing the sensitivity of our results. For
more detail on our methods, see our Technical Documentation.

 
Program Description: Supplemental computer-assisted instruction (CAI) reflects education that
supplements rather than replaces regular classroom instruction. In this analysis, supplemental CAI
provides reading instruction to students that either test below average on reading comprehension or
test below grade-level on reading ability.
 
Supplemental CAI is provided after school to bring below-grade level performers up to grade-level in
reading. Students participate in CAI for three weekly, 20-minute lessons for four weeks up to an
entire school year. In the included studies, CAI was provided to elementary-aged students using
several programs, including GraphoGame, FLASH, Alphie’s Alley, and DaisyQuest. The analysis
excludes studies that focus exclusively on special education populations. Studies in the analysis
compare students receiving reading CAI to students who receive either other forms of CAI in non-
reading subjects (i.e., math) or another type of supplemental tutoring to improve reading ability and
comprehension.

 
The estimates shown are present value, life cycle benefits and costs. All dollars are expressed in the base year chosen for this analysis (2018). The chance the
benefits exceed the costs are derived from a Monte Carlo risk analysis. The details on this, as well as the economic discount rates and other relevant
parameters are described in our Technical Documentation.

Current estimates replace old estimates. Numbers will change over time as a result of model inputs and monetization methods.

Benefit-Cost Summary Statistics Per Participant

Benefits to:

    Taxpayers $292 Benefit to cost ratio $1.70
    Participants $686 Benefits minus costs $426
    Others $362 Chance the program will produce
    Indirect ($305) benefits greater than the costs 50 %
Total benefits $1,036
Net program cost ($609)
Benefits minus cost $426

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf
http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


 

 

 

 

Meta-Analysis of Program Effects
Outcomes measured Treatment

age
No. of
effect
sizes

Treatment
N

Adjusted effect sizes and standard errors used in the
benefit-cost analysis

Unadjusted effect
size (random effects

model)First time ES is estimated Second time ES is
estimated

ES SE Age ES SE Age ES p-value

Test scores 6 4 277 0.020 0.155 6 0.008 0.170 17 0.039 0.803

Meta-analysis is a statistical method to combine the results from separate studies on a program, policy, or topic in order to estimate its effect on an
outcome. WSIPP systematically evaluates all credible evaluations we can locate on each topic. The outcomes measured are the types of program impacts
that were measured in the research literature (for example, crime or educational attainment). Treatment N represents the total number of individuals or
units in the treatment group across the included studies.

An effect size (ES) is a standard metric that summarizes the degree to which a program or policy affects a measured outcome. If the effect size is positive,
the outcome increases. If the effect size is negative, the outcome decreases.

Adjusted effect sizes are used to calculate the benefits from our benefit cost model.  WSIPP may adjust effect sizes based on methodological characteristics
of the study. For example, we may adjust effect sizes when a study has a weak research design or when the program developer is involved in the research.
The magnitude of these adjustments varies depending on the topic area.

WSIPP may also adjust the second ES measurement. Research shows the magnitude of some effect sizes decrease over time. For those effect sizes, we
estimate outcome-based adjustments which we apply between the first time ES is estimated and the second time ES is estimated. We also report the
unadjusted effect size to show the effect sizes before any adjustments have been made. More details about these adjustments can be found in our
Technical Documentation.

Detailed Monetary Benefit Estimates Per Participant

Affected
outcome:

Resulting benefits:1 Benefits accrue to:

Taxpayers Participants Others2 Indirect3 Total
Test scores Labor market earnings

associated with test scores
$292 $686 $362 $0 $1,340

Program cost Adjustment for deadweight cost
of program

$0 $0 $0 ($305) ($305)

Totals $292 $686 $362 ($305) $1,036

1In addition to the outcomes measured in the meta-analysis table, WSIPP measures benefits and costs estimated from other outcomes associated with
those reported in the evaluation literature. For example, empirical research demonstrates that high school graduation leads to reduced crime. These
associated measures provide a more complete picture of the detailed costs and benefits of the program.

2“Others” includes benefits to people other than taxpayers and participants. Depending on the program, it could include reductions in crime victimization,
the economic benefits from a more educated workforce, and the benefits from employer-paid health insurance.

3“Indirect benefits” includes estimates of the net changes in the value of a statistical life and net changes in the deadweight costs of taxation.

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


Detailed Annual Cost Estimates Per Participant

Annual cost Year dollars Summary

Program costs $1,413 2018 Present value of net program costs (in 2018 dollars) ($609)
Comparison costs $812 2018 Cost range (+ or -) 40 %

The cost of the supplemental computer-assisted instruction (CAI) can vary widely based on the number of students in each school using the program and
the number of students using the program at one time. The interventions included in this review required an average of 7.8 hours of teacher time per
student over a school year. In the studies included in the analysis, the comparison students received supplemental teacher time because they participated in
other supplemental tutoring. We estimate the difference in the reported teacher-time across groups and estimate the difference in the per-participant cost
of the program used in the interventions included in the analysis. We estimate that the per-participant cost is $589 for a program like GraphoGame in 2017
per Agora Center. (2017). Evaluation report: GraphoGame™ Teacher Training Service. University of Jyväskylä, Finland.

The figures shown are estimates of the costs to implement programs in Washington. The comparison group costs reflect either no treatment or treatment
as usual, depending on how effect sizes were calculated in the meta-analysis. The cost range reported above reflects potential variation or uncertainty in
the cost estimate; more detail can be found in our Technical Documentation.

Benefits Minus Costs Over Time (Cumulative Discounted Dollars)

The graph above illustrates the estimated cumulative net benefits per-participant for the first fifty years beyond the initial investment in the program. We
present these cash flows in discounted dollars. If the dollars are negative (bars below $0 line), the cumulative benefits do not outweigh the cost of the
program up to that point in time. The program breaks even when the dollars reach $0. At this point, the total benefits to participants, taxpayers, and others,
are equal to the cost of the program. If the dollars are above $0, the benefits of the program exceed the initial investment.

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


Benefits by Perspective Over Time (Cumulative Discounted Dollars)

The graph above illustrates the breakdown of the estimated cumulative benefits (not including program costs) per-participant for the first fifty years beyond
the initial investment in the program. These cash flows provide a breakdown of the classification of dollars over time into four perspectives: taxpayer,
participant, others, and indirect. “Taxpayers” includes expected savings to government and expected increases in tax revenue. “Participants” includes
expected increases in earnings and expenditures for items such as health care and college tuition. “Others” includes benefits to people other than taxpayers
and participants. Depending on the program, it could include reductions in crime victimization, the economic benefits from a more educated workforce, and
the benefits from employer-paid health insurance. “Indirect benefits” includes estimates of the changes in the value of a statistical life and changes in the
deadweight costs of taxation. If a section of the bar is below the $0 line, the program is creating a negative benefit, meaning a loss of value from that
perspective.

Taxpayer Benefits by Source of Value Over Time (Cumulative Discounted Dollars)

The graph above focuses on the subset of estimated cumulative benefits that accrue to taxpayers. The cash flows are divided into the source of the value.
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Benefit-cost estimates updated December 2019.  Literature review updated March 2020.

 
The WSIPP benefit-cost analysis examines, on an apples-to-apples basis, the monetary value of
programs or policies to determine whether the benefits from the program exceed its costs. WSIPP’s
research approach to identifying evidence-based programs and policies has three main steps. First,
we determine “what works” (and what does not work) to improve outcomes using a statistical
technique called meta-analysis. Second, we calculate whether the benefits of a program exceed its
costs. Third, we estimate the risk of investing in a program by testing the sensitivity of our results. For
more detail on our methods, see our Technical Documentation.

 
Program Description: Studies in the analysis compare students receiving math CAI to students who
receive either other forms of CAI in subjects other than math (i.e., reading) or another type of
supplemental tutoring to improve math ability.
 
Supplemental CAI is provided after school to bring below-grade level performers up to grade-level in
math. Students participate in CAI weekly, 20-60 minute lessons for four to six months. In the included
studies, CAI was provided to 5th- and 6th-grade students using several programs, including FLASH
and the Assessment and LEarning in Knowledge Spaces (ALEKS). The analysis excludes studies that
focus exclusively on special education populations. Studies in the analysis compare students receiving
math CAI to students who receive either other forms of CAI in non-reading subjects (i.e., reading) or
another type of supplemental tutoring to improve math ability.

 
The estimates shown are present value, life cycle benefits and costs. All dollars are expressed in the base year chosen for this analysis (2018). The chance the
benefits exceed the costs are derived from a Monte Carlo risk analysis. The details on this, as well as the economic discount rates and other relevant
parameters are described in our Technical Documentation.

Current estimates replace old estimates. Numbers will change over time as a result of model inputs and monetization methods.

Benefit-Cost Summary Statistics Per Participant

Benefits to:

    Taxpayers $3,442 Benefit to cost ratio $119.29
    Participants $8,084 Benefits minus costs $15,593
    Others $4,265 Chance the program will produce
    Indirect ($66) benefits greater than the costs 64 %
Total benefits $15,725
Net program cost ($132)
Benefits minus cost $15,593

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf
http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


 

 

 

 

Meta-Analysis of Program Effects
Outcomes measured Treatment

age
No. of
effect
sizes

Treatment
N

Adjusted effect sizes and standard errors used in the
benefit-cost analysis

Unadjusted effect
size (random effects

model)First time ES is estimated Second time ES is
estimated

ES SE Age ES SE Age ES p-value

Test scores 10 2 142 0.130 0.209 10 0.086 0.230 17 0.157 0.453

Meta-analysis is a statistical method to combine the results from separate studies on a program, policy, or topic in order to estimate its effect on an
outcome. WSIPP systematically evaluates all credible evaluations we can locate on each topic. The outcomes measured are the types of program impacts
that were measured in the research literature (for example, crime or educational attainment). Treatment N represents the total number of individuals or
units in the treatment group across the included studies.

An effect size (ES) is a standard metric that summarizes the degree to which a program or policy affects a measured outcome. If the effect size is positive,
the outcome increases. If the effect size is negative, the outcome decreases.

Adjusted effect sizes are used to calculate the benefits from our benefit cost model.  WSIPP may adjust effect sizes based on methodological characteristics
of the study. For example, we may adjust effect sizes when a study has a weak research design or when the program developer is involved in the research.
The magnitude of these adjustments varies depending on the topic area.

WSIPP may also adjust the second ES measurement. Research shows the magnitude of some effect sizes decrease over time. For those effect sizes, we
estimate outcome-based adjustments which we apply between the first time ES is estimated and the second time ES is estimated. We also report the
unadjusted effect size to show the effect sizes before any adjustments have been made. More details about these adjustments can be found in our
Technical Documentation.

Detailed Monetary Benefit Estimates Per Participant

Affected
outcome:

Resulting benefits:1 Benefits accrue to:

Taxpayers Participants Others2 Indirect3 Total
Test scores Labor market earnings

associated with test scores
$3,442 $8,084 $4,265 $0 $15,791

Program cost Adjustment for deadweight cost
of program

$0 $0 $0 ($66) ($66)

Totals $3,442 $8,084 $4,265 ($66) $15,725

1In addition to the outcomes measured in the meta-analysis table, WSIPP measures benefits and costs estimated from other outcomes associated with
those reported in the evaluation literature. For example, empirical research demonstrates that high school graduation leads to reduced crime. These
associated measures provide a more complete picture of the detailed costs and benefits of the program.

2“Others” includes benefits to people other than taxpayers and participants. Depending on the program, it could include reductions in crime victimization,
the economic benefits from a more educated workforce, and the benefits from employer-paid health insurance.

3“Indirect benefits” includes estimates of the net changes in the value of a statistical life and net changes in the deadweight costs of taxation.

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


Detailed Annual Cost Estimates Per Participant

Annual cost Year dollars Summary

Program costs $480 2018 Present value of net program costs (in 2018 dollars) ($132)
Comparison costs $350 2018 Cost range (+ or -) 40 %

The cost of the supplemental computer-assisted instruction (CAI) can vary widely based on the number of students in each school using the program and
the number of students using the program at one time. The interventions included in this review required an average of 3.2 hours of teacher time per
student over a school year. The comparison students also use teacher time because they participated in other supplemental tutoring. We estimate the cost
of supplemental CAI by calculating the difference in teacher-time across the groups and adding the per-participant cost of the program used in the
interventions included in the analysis. We estimate that the per-participant cost is $130 for a program like Assessment and LEarning in Knowledge Spaces
( A L E K S ) ,  t h e  p r o g r a m  m o s t  u s e d  i n  t h e  a n a l y s i s  f o r  2 5  w e e k s ,  i n  2 0 1 9  d o l l a r s  ( r e t r i e v e d  f r o m
https://www.aleks.com/buy_aleks_now#:~:text=Purchase%20ALEKS%20for%20yourself%2C%20or,only%20%2449.95%20for%203%20months!)

The figures shown are estimates of the costs to implement programs in Washington. The comparison group costs reflect either no treatment or treatment
as usual, depending on how effect sizes were calculated in the meta-analysis. The cost range reported above reflects potential variation or uncertainty in
the cost estimate; more detail can be found in our Technical Documentation.

Benefits Minus Costs Over Time (Cumulative Discounted Dollars)

The graph above illustrates the estimated cumulative net benefits per-participant for the first fifty years beyond the initial investment in the program. We
present these cash flows in discounted dollars. If the dollars are negative (bars below $0 line), the cumulative benefits do not outweigh the cost of the
program up to that point in time. The program breaks even when the dollars reach $0. At this point, the total benefits to participants, taxpayers, and others,
are equal to the cost of the program. If the dollars are above $0, the benefits of the program exceed the initial investment.

http://www.wsipp.wa.gov/TechnicalDocumentation/WsippBenefitCostTechnicalDocumentation.pdf


Benefits by Perspective Over Time (Cumulative Discounted Dollars)

The graph above illustrates the breakdown of the estimated cumulative benefits (not including program costs) per-participant for the first fifty years beyond
the initial investment in the program. These cash flows provide a breakdown of the classification of dollars over time into four perspectives: taxpayer,
participant, others, and indirect. “Taxpayers” includes expected savings to government and expected increases in tax revenue. “Participants” includes
expected increases in earnings and expenditures for items such as health care and college tuition. “Others” includes benefits to people other than taxpayers
and participants. Depending on the program, it could include reductions in crime victimization, the economic benefits from a more educated workforce, and
the benefits from employer-paid health insurance. “Indirect benefits” includes estimates of the changes in the value of a statistical life and changes in the
deadweight costs of taxation. If a section of the bar is below the $0 line, the program is creating a negative benefit, meaning a loss of value from that
perspective.

Taxpayer Benefits by Source of Value Over Time (Cumulative Discounted Dollars)

The graph above focuses on the subset of estimated cumulative benefits that accrue to taxpayers. The cash flows are divided into the source of the value.
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