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Abstract 
 

This study examines the impact on student achievement of implementing management training for 
principals in traditional public schools in Houston, Texas, using a school-level randomized field 
experiment. Across two years, principals were provided 300 hours of training on lesson planning, 
data-driven instruction, and teacher observation and coaching. The findings show that offering 
management training to principals significantly increases student achievement in all subjects in year 
one and has an insignificant effect in year two. We argue that the results in year two are driven by 
principal turnover, coupled with the cumulative nature of the training. Schools with principals who 
are predicted to remain in their positions for both years of the experiment demonstrate large 
treatment effects in both years – particularly those with principals who are also predicted to 
implement the training with high fidelity – while those with principals that are predicted to leave 
have statistically insignificant effects in each year of treatment.  
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I. Introduction 

Academic achievement varies substantially from school to school, district to district, and 

state to state. In the Houston Independent School District, the portion of students in a school who 

score “advanced” on the state test is approximately thirteen percent – which varies from zero 

percent in some schools to seventy-eight in others. Even after accounting for a wide range of 

covariates including previous academic achievement, proxies for income, attendance, and student 

demographics – the variance in productivity across schools is striking (see Figure 1).1 

Gaining a better understanding of the productivity differences between schools is of great 

importance. Chetty et al. (2014) provide suggestive evidence that test scores are an important 

explanatory variable as to why some geographies have higher intergenerational mobility than others. 

O’Neill (1990), Neal and Johnson (1996), and Fryer (2011a) argue that eliminating the test score gap 

that arises between black and white students by the end of their adolescent years may be a critical 

component in reducing racial inequality on a host of economic and social dimensions. 

A wide variety of possible explanations for the productivity gap between schools have been 

put forth. These explanations include lack of choice or market competition (Friedman 1955;  Hoxby 

1999; Hoxby 2003), differences in family structure or parental income (Armor 1992; Brooks-Gunn 

and Duncan 1997; Mayer 1997; Phillips et al. 1998), differences in parental involvement (Jeynes 

2005; Jeynes 2007; Avvisati et al. 2014), peer quality (Sacerdote 2011; Sojourner 2012), 

neighborhood quality (Jencks and Mayer 1990; Katz, Kling, and Liebman 2001; Sanbonmatsu et al. 

2006, Chetty, Hendren, and Katz 2016), teacher quality (Rockoff 2004; Rivkin, Hanushek and Kain 

2005; Clotfelter et al. 2007), and differences in culture, socialization, or behavior (Austen-Smith and 

Fryer 2005; Fordham and Obgu 1986; Fryer and Torelli 2010; Burstyn and Jensen 2015).  

 Recent evidence points to the potential importance of managerial choices (Abdulkadiroglu et 

al. 2011; Bloom et al. 2015; Dobbie and Fryer 2013; Fryer 2014; Rockoff et al. 2011; Rockoff et al. 

2012; Taylor and Tyler 2012).2 Charter schools, with more flexible management structures, have 

                                                
1 Performance standards are developed by the Texas Education Agency in conjunction with teachers and policymakers. 
“Advanced” performance indicates that a student is strongly prepared for success at the next level of their education or 
career and successfully applies critical thinking skills. At the high school level, it indicates that a student is college or 
career ready. HISD is phasing in more stringent performance standards from 2015-2021. Figure 1 plots the distribution 
of the percent of students in each school meeting one of three benchmarks – satisfactory using the benchmark required 
as of the year a student started high school, satisfactory using the benchmark that will be required in 2021, and 
commended or advanced performance. A similar pattern emerges if you plot the percent of students in each school that 
meet each benchmark that is unexplained by observable school characteristics (school level, lagged mean test scores, 
student body demographics, and measures of teacher demographics, experience, and ability).  
2 See Fryer (forthcoming) for a detailed review. 
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been shown to increase state test scores relative to similar schools with less management flexibility 

(Abdulkadiroglu et al. 2011). Injecting best practices from high achieving charter schools into 

traditional public schools increases student achievement (Fryer 2014). Most recently, Bloom et al. 

(2015) demonstrate a striking correlation between management skills – as measured by the world 

management survey of 1,800 schools in 8 countries– and student test scores across the globe (see 

Figure 2). A one standard deviation [hereafter s] increase in management skill is associated with a 

0.24s increase in student test scores (0.17s for schools in the U.S.).  

Surprisingly, there have been remarkably few experiments – in any market – designed to test 

the impact of management training on productivity. The seminal contribution is Bloom et al. (2013). 

Their experiment provided management consulting – which aimed to introduce a set of 

management practices standard in productive manufacturing firms by diagnosing areas with 

potential for improvement and supporting firms as they implemented their new procedures – to 

randomly selected plants within large multi-plant Indian textile firms. The treatment increased 

plants’ productivity by 17% compared to control plants by increasing output and efficiency and 

reducing quality defects and inventory stores.  

This paper provides the first experimental evidence on the effect of principal management 

training on school productivity. Public schools make a rich laboratory to further our understanding 

of the causal impact of management on productivity due to the fact that there is a growing 

consensus on what effective principals do and that schools are relatively standardized workplaces 

with comparable output (Dobbie and Fryer 2013; Fryer 2014).  

Several recent experiments might fall under a broad definition of “management,” including 

Taylor and Tyler (2012) and Rockoff et al. (2012). The paper most closely related to the current 

project is Fryer (2014) – which injects five best practices from charter schools into traditional public 

schools in Houston. There is no overlap in the sample of schools. The novelty in the current 

approach is 3 fold. First, the key management lever – teacher observation and feedback in one-on-

one meetings – was not one of the tenets explored in Fryer (2014). Second, the average per-pupil 

marginal costs in Fryer (2014) were $1,692 per student in the secondary schools – a limiting factor 

for many school districts. In the current approach, the marginal cost is $10 per student. Third, all 

principals and half of the teachers in Fryer (2014) were removed before the start of the experiment – 

making it impossible to disentangle the impact of best practices versus staff changes in driving 

student achievement and limiting the scalability of the demonstration project. The current 

experiment takes the stock of human capital as given. 
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The experiment took fifty-eight schools in Houston, Texas and randomly chose twenty-nine 

to receive intensive principal management training (approximately 300 hours across two calendar 

years). The training had three levers: instructional planning, data-driven instruction, and observation 

and coaching. 270 interim assessments for grades one through twelve in all academic subjects, 

including language arts, math, science, and social studies were created to facilitate management best 

practices. In treatment schools, these no-stakes interim assessments provided important benchmarks 

for student performance and served as the basis of the one-on-one coaching sessions between 

teachers and the administration. The assessments were also made available to control schools to 

ensure that our estimates isolate the marginal impact of training.  

The results of our management experiment are interesting and intuitive.3 Throughout, unless 

otherwise noted, we report ITT effects. On administrative outcomes that serve as a “proof of 

treatment,” there are large treatment effects. Treatment schools were 58 (0.04) percentage points 

more likely to attend the management trainings (relative to a control mean of 0.1 percent) and 

observed and provided coaching to teachers 0.55 (0.09) times more per month (relative to a control 

mean of 0.04 times per month). Put differently, treatment principals provided detailed feedback to 

the average teacher once every 2 months relative to less than once a year in control schools. On 

outcomes designed to measure proof of treatment gleaned from a principal survey, the evidence is 

more mixed. An index that combines both administrative and survey data yields a 0.96s (0.17) 

effect.  

Increasing principal management skill led to significant increases in math, English Language 

Arts (hereafter simply referred to as “reading”), social studies, and science test scores – on both 

high- and low-stakes exams. In the first year, the ITT treatment effect on an index of summed high-

stakes test scores – math and reading – is 0.10s (0.01), controlling for pre-treatment test scores. The 

treatment effect on an index of summed low-stakes test scores –  math, reading, social studies, and 

science – is 0.19s (0.03). Put differently, management training increased productivity by 

approximately 7% in the first year.  

In stark contrast, treatment effects on high-stakes tests are statistically zero in the second 

year.4 Pooling results across years yields a small but significantly positive effect.  

                                                
3 Throughout the text, I depart from custom by using the terms “we,” “our,” and so on. Although this is a sole-authored 
work, it took a large team of people to implement the experiment. Using “I” seems disingenuous. 
4 In an effort to reduce the total days of standardized testing, Houston Independent School District (HISD) stopped 
administering low stakes exams to every elementary and middle school grade in year two.  
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We explore heterogeneity of treatment effects across various pre-determined student, 

teacher, and principal characteristics. Black students seem to gain the least from better managed 

schools; Hispanic and white students gain more. Students who are new to their schools benefit more 

from treatment than those returning to the same school. Students who are economically 

disadvantaged gain less than their more advantaged peers. And students with teachers who have 

more experience or more education have larger treatment effects.  

The two most robust partitions of the data are by a school’s fidelity of implementation and 

principal turnover. Of course, how well a principal implements the management training or whether 

a principal is employed in a treatment school for both years of the experiment is endogenous. We 

sidestep this issue by using pre-treatment school and principal characteristics (such as a school’s 

racial, economic, academic, and staff profile and a principal’s years of experience, years in his or her 

current school, and scores on a set of math questions taken from the SAT) to predict how well each 

school is likely to implement the training or whether a school has principal turnover. Schools that 

are predicted to implement well have a 0.17s (0.02) treatment effect in year one and a 0.18s (0.02) 

treatment effect in year two. The effect for these schools is statistically significant in both years. 

Schools that are predicted to implement below the median have a 0.04s (0.02) effect in year one and 

a -0.13s (0.02) effect in year two.  

Moreover, we demonstrate that the classic “dose-response” relationship (between 

implementation of training and increases in student achievement) is remarkably robust and unique in 

the data – no other observable school or principal characteristic correlates with the efficacy of 

treatment after residualizing out the variation related to high implementation.  

Coupling fidelity of implementation with principal turnover provides a more complete 

picture. Schools who are predicted to implement well and whose principal is predicted to remain in 

place for both years of the treatment still have large treatment effects in both years (0.24s (0.03) in 

year one and 0.35s (0.03) in year two). Conversely, schools who are predicted to implement well but 

whose principal is predicted to leave between year one and year two had a smaller but positive effect 

in year one and zero effect in year two [0.08s (0.02), 0.03s (0.03)].   

All main results are robust to conservative bounding procedures accounting for potential 

differential attrition between treatment and control, clustering standard errors at the school level to 

account for school-level heterogeneity, and adjusting p-values to account for multiple hypothesis 

testing. Further, all main conclusions remain qualitatively unchanged if results are estimated using 
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school-level regressions. Finally, we calculate exact p-values via permutation tests. Although the 

main ITT results are no longer significant, the exact p-value of the slope of the dose-response graph 

remains significant. We argue that this is the more relevant null hypothesis for our analysis. Overall, 

we conclude that management training has, at the minimum, significant effects for those who 

implement the training well or are predicted to do so. 

The paper concludes with a more speculative discussion of mechanisms that might generate 

our results. We argue that the cumulative nature of our management curriculum, combined with the 

fact that 38% of treatment principals resigned or were terminated between year one and two of the 

experiment, likely explains our set of results. In the first year of our experiment, trainings focused on 

content (81% of trainings). Content sessions covered, for example, what kind of feedback to give 

teachers during or after observation, how to conduct meetings with teachers that leverage student 

data, or how to develop school targets and goals. In year two, training focused on systems – i.e. 

using tools like the Teacher Appraisal and Development System to track teacher observations or 

other platforms to manage student data. If content and systems are complementary management 

skills – which is precisely how the modules were designed – this can explain both the differences 

between year one and year two and between high and low fidelity implementers. Other potential 

mechanisms we consider – such as placebo effects from attention of supervisors or that all new 

principals, independent of treatment, have a steep learning curve – all contradict the data in 

important ways. 

Taken together, the results of this experiment suggest that management training can lead to 

significant increases in student test scores across all subjects – particularly for schools with principals 

who complete and implement the training. The expected return on investment (i.e. the increase on 

test scores relative to the cost) for management training is 79% - one of the largest in education 

reform. If one could use pre-treatment characteristics to predict who is likely to stay for both years 

or implement with high fidelity, the calculated IRR is approximately 95%.  

The paper is structured as follows: Section II provides background information on the 

Houston Independent School District and schools in our sample, as well as details of the program 

and implementation. Section III describes our data and research design. Section IV presents 

estimates of the impact of management training on direct and indirect outcomes. Section V provides 

robustness checks of our main results. Section VI discusses possible explanations for patterns 

evident in our data. Section VII concludes. There are four online appendices. Appendix A is an 

implementation guide. Appendix B describes how the variables were constructed in our analysis. 
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Appendix C provides some detail on the cost-benefit calculations presented. Appendix D contains 

survey instruments and other materials used in data collection. 

 

II. Background and Program Details  

A. Background  

Houston Independent School District (HISD) is the seventh largest school district in the 

nation with 210,386 students and 273 schools. Eighty-seven percent of HISD students are black or 

Hispanic. Roughly 75 percent of all students are eligible for free or reduced price lunch and roughly 

30 percent of students have limited English proficiency.  

 Like the vast majority of school districts, HISD is governed by a school board that has the 

authority to set a district-wide budget and monitor the district's finances; adopt a personnel policy 

for the district (including decisions relating to the termination of employment); enter into contracts 

for the district; and establish district-wide policies and annual goals to accomplish the district’s long-

range educational plan, among many other powers and responsibilities. The Board of Education is 

comprised of nine trustees elected from separate districts who serve staggered four-year terms. 

To begin the field experiment, we followed standard protocol. First, we garnered support 

from the district superintendent and other key district personnel. The district then provided a list of 

schools that were eligible for randomization into the experiment. Separate lists were created for 

elementary, middle, and high schools. The lists excluded all schools that HISD deemed ineligible for 

various reasons, including all of the schools that participated in the “Injecting Charter School Best 

Practices” experiment described in Fryer (2014), schools that could not meet specific technology 

requirements, and schools with Lead Principals or retiring principals.5  In addition, the lists excluded 

all combined grade level schools (such as schools containing grades K-8 or 6-12). There were a total 

of 132 elementary schools, 23 middle schools and 19 high schools left after all exclusions were 

made. The final experimental sample consists of fifty-eight schools – twenty-nine treatment and 

twenty-nine control – that were randomly allocated vis-à-vis a matched-pair procedure (details to 

follow).  

After treatment and control schools were chosen, treatment schools were required to attend 

a meeting with the district superintendent in February 2014. During this meeting, the general outline 

of the project was described and principals were given a forum to ask any questions they had about 

                                                
5 Lead Principals are principals of schools who also serve as mentors to principals at other schools. They were excluded 
from the study to limit potential spillover effects.  
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participation in the project. To prepare for the new management practices, principals engaged in two 

book study sessions during the spring of 2014 to discuss potential opportunities and challenges of 

the management model.  

In the summer of 2014, all treatment principals were required to participate in two weeks of 

training focused on the management levers detailed below. This training was led by the Chief 

Management Officer with support from the three School Support Officers overseeing participating 

schools as well as a team from the Office of School Leadership. Principals were encouraged to invite 

other members of their leadership teams, including Assistant Principals, Deans of Curriculum and 

Instruction, Deans of Students, and other instructional leaders. The two weeks of training were 

divided into two sessions, with three weeks of work time provided between the first and second 

week of training to allow leadership teams to adapt materials for their campuses.6  

 

B. Three Levers of School Management 

Table 1 provides a bird’s eye view of the experiment. Appendix A, an implementation guide, 

provides further details. Fusing the best practices described in Leverage Leadership (Bambrick-Santoyo 

2012) with the World Management Survey (Bloom et al. 2012) and the political realities of Houston, 

its school board, and other local considerations, we developed the following intervention designed 

to understand whether (and the extent to which) intensive management training can increase student 

achievement.7 Or, put differently, whether the correlations in Bloom et al. (2015) have evidence of 

causality.  

The main vehicle for delivering treatment was through a series of trainings conducted by the 

Chief Management Officer. Appendix A provides an overview of all trainings provided to treatment 

principals. The trainings began in the summer of 2014. During the first summer, there were 68 hours 

of training over two (nonconsecutive) weeks which covered topics including identifying the highest 

leverage action step during teacher observations and designing detailed whole-school systems. 

During the 2014-2015 school year there were 32 trainings that covered topics such as using 

observation and feedback to prioritize teacher development or using student data to inform school 

goals.  

                                                
6 Principals were not incentivized or compensated for the time spent in training. 
7 The original conceptual framework included training on five levers of school management. After assessing the skills 
and knowledge of principals, the Chief Management Officer decided to narrow the focus of ongoing principal training to 
ensure that principals understood the markers of high-quality instruction and could effectively manage teachers toward 
this goal.  
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In the summer of 2015 there were 7 nine-hour trainings that covered topics including using 

specific instructional planning skills to meet school goals and producing meaningful deliverables 

using systems for tracking student and teacher performance. Finally, in the 2015-2016 school year 

there were 24 trainings that covered, for example, using student data in meetings with small groups 

of teachers and using the Teacher Appraisal and Development System (TADS) to track teacher 

observations. Together, the experiment consisted of 300 hours of training offered over the two years 

of the experiment.  

For comparison, standard HISD professional development for principals typically includes 

at most 72 hours of optional training during each school year, in the form of monthly day or half-

day meetings. Principals may participate in external professional development over the summer, but 

individual principals must seek out specific summer trainings or conferences that they are interested 

in attending. Furthermore, there is no standard curricula in place for the district training and there is 

no existing follow-up system to see that principals implement what they learn at training in their 

schools.  

The training offered as part of this experiment is most similar to professional development 

offered to school leaders at achievement-increasing charter schools.  

 

Management Lever I: Instructional Planning 

In order to ensure that teachers in treatment schools were designing high-quality lesson 

plans and to provide instructional coaches with a reference point for classroom observations, all 

teachers were expected to turn in weekly lesson plans that included specific required lesson 

components to principals and/or instructional leaders. Leaders were expected to provide teachers 

with feedback on these lesson plans before the plans were to be implemented in the classroom.  

During summer training, leaders received explicit training on the process of backward 

planning (a method of instructional planning, described in detail below as an example of a training 

exercise), as well as on how to provide high-quality feedback on teacher lesson plans and how to 

lead a planning meeting with teachers. Leaders were also given examples of lesson plan templates 

and each school adapted the templates to be used by their school. 

To get a better sense of how this works in practice, consider the following thought 

experiment. Imagine that teachers are planning for an instructional unit on volcanoes. Wanting to 

make sure that the lesson is engaging for students, they decide to allow their students to build 

volcanoes with baking soda, food coloring, and vinegar. After the activity, they decide to assess what 
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their kids actually learned. Perhaps the teacher asks students to identify the volcanic gas that was 

created by the chemical reaction in their model volcano. However, if the ultimate concept that 

students need to understand is the geological process of a volcanic explosion and the early indicators 

of future volcanic activity, this assessment question will not assess student's understanding of the 

desired material.  

85.5% of teachers in Houston report engaging in this type of “activity-based” planning, or 

the process of planning and delivering an instructional activity and then working out what to assess 

afterwards.8 Backward induction planning – how we trained principals – is the opposite: teachers 

work out what they want students to know (i.e. what the assessment will look like) and then plan 

activities that will allow students to understand the material that they will need to demonstrate 

mastery of on the assessment.  

Specifically, under our approach, teachers would use the state standards and sample state 

assessment questions to determine that students need to know what causes volcanoes to erupt (a 

buildup of magma) and what other effects the build-up of magma has that can be used to predict 

volcano eruptions (the ground rising as it is pushed up by the magma). Thus, the teacher might ask 

herself what is the best way to introduce the materials to ensure that students are able to meet these 

objectives by the end of the lesson. Perhaps the baking soda volcano is still part of the lesson; 

perhaps the teacher determines there is a better way to make these concepts more clear to students – 

for instance, the teacher could (i) make sure that students understand the concept of pressure by 

inflating balloons, (ii) help students draw an analogy between the balloon exploding from excess 

pressure and the volcano erupting, and (iii) help students make the connection between the skin of 

the balloon inflating and the ground rising from excess pressure due to magma buildup.  

Intuitively, backwards planning is like having an academic map – work out where you want 

to go (the assessment or a set of skills) and then work out how best to get there. Activity-based 

planning is like choosing a route and then hoping you end up somewhere good. In our management 

training sessions, principals practiced analyzing lesson plans and giving feedback on those plans 

designed to ensure that teachers were planning by backward induction. 

 

Management Lever II: Data-Driven Instruction 

                                                
8 Author’s calculations from HISD’s survey of 780 teachers in 2013. On the same survey, over 45% of teachers indicated 
that the assessment is the final step they take in their teaching cycle.  
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To assist principals in improving their management practices through data, all students 

within treatment schools were assessed every 6-8 weeks in alignment with the HISD Scope and 

Sequence (an outline of recommended standards, teaching order, and lesson time for each 

course/grade-level) to allow principals to work with teachers on re-teaching strategies and (when 

needed) differentiated instruction in response to student data. 

The interim assessments were developed through a collaboration between the HISD 

curriculum department and HISD teachers, supervised by our project team. Throughout the course 

of the 2014-15 school year, assessments in Grades 1-11 were developed for Reading/ELA, Math, 

Science, and Social Studies. Additionally, assessments in Spanish Language Arts were developed for 

Grades 1-5, and in Writing for Grades 1-7. For each grade and subject, a minimum of 4 and a 

maximum of 6 interim assessments were developed, and these were administered on a common 

timeline approximately 6-8 weeks apart from each other. We anticipate that these assessments are 

usable for up to five years.  

Administration of these assessments in treatment schools was tracked through upload of 

data from assessments to either HISD’s data analysis platform, EdPlan, or, in the case of one school, 

an alternative data platform. Administration of these assessments by schools typically exceeded 90%, 

but never reached 100% for any single assessment. Four treatment schools (including three magnet 

high schools) frequently did not administer the assessments developed for the experiment and 

reported that they were administering internally-developed interim assessments.  

After each interim assessment, teachers were expected to analyze their students’ 

performance data and draft an action plan based on the data. Principals (or another member of the 

school leadership team) would then meet with each teacher, individually or in subject- or grade-level 

teams, to discuss these plans and modify as necessary. This requirement was monitored through 

submission of data action plans created through the analysis process. Schools were expected to 

complete data action plans within one week following administration of an interim assessment.  

Compliance with this requirement was inconsistent, with 75% of treatment schools 

submitting at least one data action plan by the end of the year. Quality of data action plans also 

improved over time but 20 schools did not meet minimum standards expected. Completion and 

submission of data action plans also varied greatly from school to school, with some schools 

submitting a data action plan for every teacher in the school, and some schools only submitting a 

few data action plans following an assessment.  
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Another integral part of data driven instruction is the ability to make more frequent 

adjustments and decisions based on student data. To this end, schools were expected to implement 

weekly formative assessments. These typically took the form of short quizzes at the end of the week 

to assess standards covered that week, and informed the feedback meetings between instructional 

leaders and teachers following teacher observations. Because these assessments were informal and 

were unique to each school, requiring teachers to upload these assessments to the district data 

analysis platform would have added significant work for teachers with unknown benefit; therefore 

we were unable to track the compliance with this expectation. 

 

Management Lever III: Observation and Feedback 

A third lever of our management experiment is that the performance of employees is 

regularly monitored. The implementation of the data-driven instruction lever provided leaders with 

valuable but incomplete performance information. To supplement this data, principals were 

expected to ensure that all teachers were observed during classroom instruction at least once every 

other week for 15-20 minutes per observation. The observations were conducted either by the 

principal or by another instructional leader. The leader and teacher then had a face-to-face feedback 

meeting after the observation to discuss key takeaways and identify at least one key action step for 

the teacher to implement in order to improve instruction.  

Leadership teams in schools were given significant training and support in what to look for 

during observations, how to track observations, and how to hold themselves accountable for 

meeting the goal. School leaders were taught a specific 6-step protocol for conducting the feedback 

meetings which was taken directly from Bambrick-Santoyo (2012). Several hours during the summer 

training with leaders and multiple professional development sessions throughout the school year 

were devoted to learning and implementing the 6-step protocol that focused on identifying at least 

one key action step and helping the teacher identify and practice the key action step. 

During summer training, schools were provided with an example of an observation tracker, 

the required components of the tracker, and were given time to set up their tracker for the school 

year. By January of 2015, every school was utilizing an observation tracker of some form for their 

campus. Schools developed many different trackers, with some schools using a separate tracker for 

each instructional leader, some using a common Google spreadsheet for all teachers and leaders, and 

some using a Google form that would automatically populate a Google spreadsheet. In early Spring, 

our project team took the observation information currently available from each school and created 
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new observation trackers for every school that included all necessary information in an easily 

navigable form. These new trackers ensured that leaders could easily track when a teacher was last 

observed and what the action step was from that observation, thus allowing leaders to take a more 

systematic approach to human resource management on their campuses. These trackers also allowed 

the Chief Management Officer and his team to deliver targeted feedback to schools on how to 

improve implementation of this component of the training on their campuses.  

For the 2015-16 school year, based on feedback from principals after the 2014-15 school 

year, the observation and feedback monitoring system was tied into the existing district Teacher 

Appraisal and Development System (TADS). This enabled school leaders to enter both formal and 

informal teacher observations into a single platform and allowed all relevant leaders and coaches to 

access observation data. 

*** 

Each management lever described above can be thought of as having two components: 

content and systems. Content-based trainings focused on ensuring that principals could identify high-

quality teachers and effectively provide feedback to help teachers improve their teaching through the 

three levers. Systems-based trainings focused on helping principals to develop strategies and 

technologies to more efficiently implement the three levers of management in their schools. In year 

one, trainings focused mainly on content whereas in year two, trainings focused mainly on systems. 

Thus, the training was intended to be cumulative over the two years of treatment – a characteristic 

of the training that is discussed further in Section VI. 

 

III. Data, Research Design, and Econometrics 

Data 

We use administrative data provided by the Houston Independent School District (HISD). 

The main HISD data file contains student-level administrative data on more than 210,000 students 

in Houston in a given year. The data includes information on student race, gender, free and reduced-

price lunch status, and attendance for all students; state math and reading test scores for students in 

third through twelfth grades; and Stanford 10 or Iowa Test of Basic Skills (ITBS) subject scores in 

math, reading, science, and social studies for elementary and middle school students. Additional data 

files link students to their teachers in each subject, and provide administrative demographic data for 

the approximately 11,000 teachers employed in HISD.   



 
 

13 

We have HISD data spanning from the 2010-2011 to 2015-2016 school years. To 

supplement HISD’s administrative data, we also collected data from a survey administered to 

principals at the end of the 2014-2015 school year, described below.  

The state math and reading tests, developed by the Texas Education Agency (TEA), are 

statewide high-stakes exams conducted in the spring for students in third through twelfth grade.9 

Students in fifth and eighth grade must score proficient or above on both tests to advance to the 

next grade. Because of this, students in those grades who do not pass the tests are allowed to retake 

it approximately one month after the first administration. High school students are required to pass 

Algebra I and English I and II exams in order to graduate and those with failing scores can retake 

the tests in later semesters. We use a student’s first score unless it is missing.10  

All public school students are required to take the math and reading tests unless they are 

medically excused or have a severe disability. Students with moderate disabilities or limited English 

proficiency must take both tests, but may be granted special accommodations (additional time, 

translation services, alternative assessments, and so on) if they meet certain requirements set by the 

Texas Education Agency. In this analysis, the test scores are normalized (across the school district) 

to have a mean of zero and a standard deviation of one for each year, subject, and grade (for 

students in grades 3-8) or year and subject (for students taking high school exams).11  

If management training leads to principals better managing high-stakes test preparation, 

treatment effects on students’ scores on the state exam may not reflect increases in student 

knowledge (Jacob 2005). To provide evidence to the contrary, we use data from nationally-normed, 

low-stakes tests in the 2014-15 school year. HISD was one of a handful of school districts in the 

country to consistently administer nationally-normed, low-stakes tests – in 2013-14 and every year 

previously, HISD administered the Stanford 10 and in 2014-15, HISD administered the Iowa Test 

                                                
9 Sample tests can be found at http://www.tea.state.tx.us/student.assessment/released-tests/. 
10 Using their retake scores, when the retake is higher than their first score, does not significantly alter the results. See 
Appendix Table 7. 
11 Among students who take a state math or reading test, several different test versions are administered to 
accommodate specific needs. These tests are designed for students receiving special education services who would not 
be able to meet proficiency on the same test as their peers. STAAR--L is a linguistically accommodated version of the 
state mathematics, science and social studies test that provides more linguistic accommodations than the Spanish 
versions of these tests. According to TEA, STAAR--L is not comparable to the standard version of the test and thus, we 
did not use it for the main analysis. We did, however, investigate whether treatment influenced whether or not a student 
takes a standard or non-standard test (see Appendix Table 5). There is a statistically significant but practically 
meaningless effect of treatment on taking the STAAR-L test. Beginning in 2015, students with special needs took the 
new Accommodated version of the test (STAAR--A), which is comparable to the regular version of the test but 
administered online with special accommodations. Students taking STAAR--A must meet the regular STAAR 
performance standards. Scores on the STAAR-A are included in the analysis.  
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of Basic Skills (ITBS) – but in 2015-16 ended this practice in an effort to reduce total student testing 

days. Both the Stanford 10 and ITBS test student math, reading, science, and social studies in grades 

1-8. In this analysis, low-stakes test scores are normalized (across the school district) to have a mean 

of zero and a standard deviation one for each year, subject, and grade.  

We use a parsimonious set of controls to help correct for pre-treatment differences between 

students in treatment and control schools. The most important controls are reading and math test 

scores and their squares from the three years prior to the start of the experiment, which we include in all 

regressions (unless otherwise noted), referred to throughout the text as “pre-treatment test scores.”  

We also include one indicator variable for each pre-treatment test score that takes on the value of 

one if that test score is a Spanish version test and zero otherwise. Pre-treatment scores are high-

stakes math and reading test scores for students above grade 3 in the baseline year and low-stakes 

math and reading test scores for students in grades K-2 in the baseline year. We include an indicator 

for whether each pre-treatment test score comes from a high- or low-stakes exam.  

Other individual-level controls include gender; a mutually exclusive and collectively 

exhaustive set of race indicator variables; and indicators for whether a student is economically 

disadvantaged (i.e. qualifies for free or reduced price lunch), whether a student receives 

accommodations for limited English proficiency, whether a student receives special education 

accommodations, and whether a student is enrolled in the district’s gifted and talented program.12  

To supplement HISD’s administrative data, a survey was administered to 59 principals in 

both treatment and control at the end of the 2014-15 school year.13 The data from the survey 

includes principals’ rating of the effectiveness of any training they received, self-reported measures 

of the number of teacher observations and the percent of teachers handing in lesson plans, and 

information about principals’ tenure. The survey also included well-known scales that measure “grit” 

and internal-external locus of control (Duckworth et al. 2007; Rotter 1966; Valecha and Ostrom 

1974). Principals were also asked a series of math questions taken from the SAT. 26 (90% response 

                                                
12A student is income-eligible for free lunch if her family income is below 130 percent of the federal poverty guidelines, 
or categorically eligible if (1) the student’s household receives assistance under the Food Stamp Program, the Food 
Distribution Program on Indian Reservations (FDPIR), or the Temporary Assistance for Needy Families Program 
(TANF); (2) the student was enrolled in Head Start on the basis of meeting that program’s low-income criteria; (3) the 
student is homeless; (4) the student is a migrant child; or (5) the student is identified by the local education liaison as a 
runaway child receiving assistance from a program under the Runaway and Homeless Youth Act. HISD Special 
Education Services and the HISD Language Proficiency Assessment Committee determine special education and limited 
English proficiency status, respectively. 
13 49 principals returned the survey. We also attempted to conduct a survey of teachers but only approximately 30 
teachers returned the survey (out of a possible 236). This data is not used in our analysis, given the dismal completion 
rate. 
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rate) treatment principals and 23 (79% response rate) control principals completed the survey. See 

Online Appendix B for details on the construction of outcomes used from the survey and the 

administrative datasets. 

 Wherever possible, we rely on administrative data due to the unreliability of surveys. 

Grissom and Loeb (2011) evaluate principal survey data and find a remarkable lack of variation – 

principals generally responded that they were effective or very effective at completing the tasks they 

were asked about.14 Assistant principals were asked to assess their principal’s effectiveness over the 

same set of tasks; correlations between the principals’ and assistant principals’ ratings range from       

-0.11 to 0.15. Furthermore, there is some evidence that when examining data on management 

practices and performance, the stakeholders invested in collecting the data matter – principals may 

feel more accountable to the school district collecting administrative data than they do to our project 

team researchers collecting survey data, and may tailor their responses to each respective authority 

based on their views of the authorities’ goals and performance judgements (Andrews, Boyne, and 

Walker, 2011). This compounds the usual survey response and self-report bias expected in results 

from survey data. 

 

Research Design 

To partition the set of interested schools into treatment and control, we used a matched-pair 

randomization procedure. Recall, fifty-eight schools entered the experimental sample from which we 

constructed twenty-nine matched pairs. This included twenty elementary schools, twenty middle 

schools, and eighteen high schools (high schools were constrained due to participation in the 

experiment described in Fryer (2014)). Following the recommendations in Abadie and Imbens 

(2011), control and treatment groups were balanced on a variable that was correlated with the 

outcomes of interest – pre-treatment test scores. Further, we wanted to ensure balance within each 

school type: elementary, middle, and high school. 

To begin, the set of twenty elementary schools were ranked by the sum of their mean 

reading and math state test scores in the previous two years. Then, we designated every two schools 

from this ordered list as a “matched pair” and randomly selected one member of the matched pair 

                                                
14 Principals were particularly confident in their ability to perform well in tasks categorized by ‘instruction management,’ 
‘internal relations,’ ‘organization management,’ and ‘administration.’ They were least confident in their effectiveness at 
working with stakeholders outside of their school.  
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into the treatment group and one into the control group. An identical approach was used to select 

middle and high schools for treatment.  

Columns (1) and (2) of Table 2 display summary statistics for both participating and non-

participating schools. Column (3) provides p-values for each individual variable. This is estimated by 

regressing school- and student-level characteristics on an indicator for being in the experimental 

sample. Panel A includes variables that are measured at the school-level – the unit of analysis in our 

random assignment. The variables are grouped into student body characteristics, teacher 

characteristics, and principal characteristics. Overall, the participating versus non-participating 

sample is unbalanced at both the school-level and the individual student level (p-value on both joint 

F-tests is 0.000). Schools in our experimental sample have a higher percentage of black and lower 

percentage of white and Asian students, a lower percentage of female teachers, and slightly less 

experienced and less effective teachers on average – although they also have a higher fraction of 

teachers with a graduate degree.15 Students’ test scores in the participating schools are significantly 

lower than those in non-experimental schools.  

Columns (4) through (6) provide identical information for schools randomly assigned to 

treatment and control. The joint p-value in Panel A (0.322) demonstrates that our randomization 

seems to have provided balanced treatment and control groups at the school level (the level of 

randomization), making inference relatively straightforward. Although the joint p-value in Panel B is 

highly significant, no individual observable variable is significantly different between treatment and 

control.  

 

Econometrics 

To estimate the causal impact of management training on outcomes, we estimate both 

intent-to-treat (ITT) effects and Local Average Treatment Effects (LATEs). For each individual i let 

Zi, y be an indicator for assignment to treatment in year y, let Xi denote a vector of baseline variables 

(consisting of the student demographic variables in Table 2) measured at the individual level, and let 

! ∙  represent a polynomial including 3 years of individual test scores in both math and reading 

prior to the start of treatment and their squares and indicators for taking a Spanish or low-stakes 

                                                
15 We use an author-calculated measure of teacher effectiveness that we label a “teacher effect,” due to a limited sample 
of teachers with official Teacher Value Added (TVA) measures calculated by the district. Our measure is available for 
almost twice as many teachers and is highly correlated with the official TVA measure in both math and reading (r = 
0.66, 0.49).  Our measure controls for student demographics and previous year test scores – for details on its 
construction, see the Online Appendix.  
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pre-treatment test. All of these variables are measured pre-treatment. Moreover, let γg denote a grade-level 

fixed effect, Ψm a matched-pair fixed effect, and ηy a year fixed effect. 

The Intent-to-Treat (ITT) effect, τITT, using the twenty-nine treatment and twenty-nine 

control schools in the experimental sample, can be estimated with the following equation: 

 

(1)  Yi, m, g, y  = α + τITT · Zi, y + f (Yi, TR-1 , Yi, TR-2 , Yi, TR-3) + βXi  + γg  + Ψm + ηy + εi, m, g, y  

 

where TR represents the first year of treatment.  

Equation (1) identifies the impact of being offered a chance to attend a treatment school that 

was offered management training, τITT, where students in the matched-pair schools correspond to the 

counterfactual state that would have occurred for the students in treatment schools had their school 

not been randomly selected. A student is considered treated (resp. control) in the first year if the first 

school they enroll in is a treatment (resp. control) school and they enroll in the school before 

November 7, 2014 (for middle and high school students) or December 19, 2014 (for elementary 

school students). In the second year, students in entry grades (i.e. 6th, 9th) are considered treated 

(resp. control) if they were zoned to attend a treatment (resp. control) middle or high school based 

on their address at the beginning of the first year of treatment. Students in non-entry grades retain 

their same treatment assignment from the first year of treatment. Students who enter the district in 

the second year of treatment are assigned to the first school that they attend in the second year of 

treatment if they enroll in the school before November 6, 2015 (for middle and high school 

students) or December 18, 2015 (for elementary school students). All student mobility after 

treatment assignment in each year is ignored.16  

Yet, in any experimental analysis, a potential threat to validity is selection out of sample. For 

instance, if schools that implement our management practices are more likely to have low (resp. 

high) performing students exit the sample, then these estimates will be biased upwards (resp. 

downwards) – even under random assignment. We find that 12.3% of treatment student 

observations are missing a state test score in either year relative to 12.8% of control students, a 

statistically insignificant difference of 0.5%. Thus, despite attrition rates being around 12.5%, the 

                                                
16 Note that because the treatment was applied to principals only and it is very unlikely for a student to know which 
schools were receiving management training, students selecting into treatment is not likely a concern. Indeed, Appendix 
Table 8 demonstrates that students who enter the district in the second year are no different between treatment and 
control (the p-value on the joint F-test is 0.105 and no individual observable characteristic is significantly different 
between treatment and control). 
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difference in attrition between treatment and control is sufficiently small that Lee (2009) bounds on 

treatment effects remain qualitatively the same – and quantitatively similar – as the ITT treatment 

effects. This issue is addressed in more detail in the following sections. 

 Under several assumptions (e.g. that treatment assignment is random, control schools are 

not allowed to participate in the program and treatment assignment only affects outcomes through 

program participation), we can also estimate the causal impact of attending a treatment school or 

participating in management training. This parameter is commonly known as the Local Average 

Treatment Effect (LATE).  

We estimate three different LATE parameters through two-stage least squares regressions, 

using random assignment as an instrumental variable for the first stage regression. The first two 

LATE parameters measure the average effect of attending a treatment school on students who are 

treated as a result of their school being randomly selected. The third LATE parameter measures the 

average effect of a principal attending our management training as a result of his or her school being 

randomly selected. 

The first LATE parameter uses an indicator variable, EVER which is equal to one if a 

student attended a treatment school for at least one day. More specifically, in the 2015 specification, 

EVER is equal to one if a student attended a treatment school for at least one day in the 2014-2015 

school year and zero otherwise and uses test scores from 2015 as an outcome. In the 2016 

specification, EVER is equal to one if a student attended a treatment school for at least one day in 

2014-2015 or 2015-2016 and zero otherwise and uses test scores from 2016 as an outcome. In the 

pooled specification, EVER is equal to one if a student attended a treatment school for at least one 

day in 2014-2015 or 2015-2016 and zero otherwise and test scores from both 2015 and 2016 are 

used as outcomes. The second stage equation for the two-stage least squares estimate therefore takes 

the form:  

 

(2)  Yi, m, g, y  = α + ΩEVERi, m, g, y + f (Yi, TR-1 , Yi, TR-2 , Yi, TR-3) + βXi + γg + ηy + Ψm + εi, m, g, y 

 
and the first stage equation is: 

 

(3) EVERi, m, g, y  = α + λZi, y + f (Yi, TR-1 , Yi, TR-2 , Yi, TR-3) + βXi  + γg  + ηy + Ψm + εi, m, g, y  
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where all other variables are defined in the same way as in Equation (1). When Equation (2) is 

estimated for one year only, Ω (referred to as 2SLS (Ever) in tables) provides the cumulative 

treatment effect in that year. When Equation (3) is estimated across multiple years, as in the pooled 

estimates, Ω provides the weighted average of the cumulative effects of attending a treatment school 

in each year.  

Our second LATE parameter is estimated through a two-stage least squares regression of 

student achievement on the intensity of treatment. More precisely, we define YEARS as the number 

of years a student is present at a treatment school. The second stage equation for the two-stage least 

squares estimate therefore takes the form: 

 

(4) Yi, m, g, y  = α + #YEARSi,  m, g, y  + f (Yi, TR-1 , Yi, TR-2 , Yi, TR-3) + βXi  + γg + ηy + Ψm + εi, m, g, y 

 

and the first stage equation is: 

 

(5)  YEARSi,  m, g, y = α + l ·Zi, y + f (Yi, TR-1 , Yi, TR-2 , Yi, TR-3) + βXi  + γg + ηy + Ψm + εi, m, g, y 

 

The first stage equation is equivalent to Equation (3), but with YEARS as the dependent 

variable. In the 2015 specification, YEARS ranges from zero to one and uses test scores from 2015 

as an outcome. In the 2016 specification, YEARS ranges from zero to two and uses test scores from 

2016 as an outcome. In the pooled specification, YEARS ranges from zero to two and uses test 

scores from both 2015 and 2016 as an outcome. Therefore, δ (referred to as 2SLS (Years) in tables) 

provides the average yearly effect of participating in this experiment. Importantly, the first two 

LATE parameters scale the ITT by student attendance. 

Our third LATE parameter instruments for the percent of summer trainings attended by the 

principal of each school in each year with random assignment to treatment. The second stage 

equation for the two-stage least squares estimate therefore takes the form: 

 

(6) Yi, m, g, y  = α + $TRAININGSi,  m, g, y  + f (Yi, TR-1 , Yi, TR-2 , Yi, TR-3) + βXi  + γg + ηy + Ψm + εi, m, g, y 

 

and the first stage equation is: 

 

(7)  TRAININGSi,  m, g, y = α + l ·Zi, y + f (Yi, TR-1 , Yi, TR-2 , Yi, TR-3) + βXi  + γg + ηy + Ψm + εi, m, g, y 
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The first stage equation is equivalent to Equation (3), but with TRAININGS as the 

dependent variable. In the 2015 specification, TRAININGS is defined as the percent of trainings 

attended by the principal of a student’s school in the summer of 2014 and uses scores from 2015 as 

an outcome. In the 2016 specification, TRAININGS is defined as the percent of trainings attended 

by the principal of the student’s school over both of the summers of 2014 and 2015 and uses test 

scores from 2016 as an outcome. In the pooled specification, TRAININGS is the cumulative 

percent of trainings attended by the principal of a student’s school in each year and uses scores from 

both 2015 and 2016 are outcomes. Therefore, $ (referred to as 2SLS (Trainings) in tables) provides 

the average yearly effect on student achievement of a principal attending our summer management 

trainings.  

 
IV. Analysis 

Proof of Treatment 

We begin our analysis by estimating treatment effects on a variety of outcomes that are 

directly related to the management training received by principals. Perhaps the most straightforward 

and obvious is whether the principals attended the trainings outlined in Section II designed to imbue 

management skills. Recall, there were 300 hours of trainings total – 44% of which were in the 

summers of 2014 and 2015. We have attendance data from the summer trainings only. School-year 

trainings, although highly encouraged, were not mandatory and individual attendance was not 

recorded.  

 Table 3 displays ITT estimates of the effect of treatment on the percentage of summer 

trainings attended along with four other variables designed to measure the direct effects of 

management training – standard errors are in parentheses below each estimate. Treatment 

coefficients are from a regression of proof of treatment variables on an indicator for treatment and a 

set of matched pair fixed effects.17  

The average treatment principal attended 59% of the trainings (Appendix Figure 1 provides 

histograms of the fraction of trainings attended by treatment principals in each year). Over both 

summers, the minimum attendance for any school was 27% and the maximum was 100%. The mean 

attendance for control principals was 0.9% – only one control principal attended any training and 

                                                
17 Adding additional school-level controls like the percent of students who are Hispanic, Black, or economically 
disadvantaged does not alter the results. 
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this was due to the fact that she was an assistant principal in a treatment school in year one of 

treatment and was promoted to principal of a control school in year two. Once she became a control 

principal she no longer attended trainings, but we count total training over the length of the 

experiment.  

 Another key variable to assess the direct effects of treatment is the average number of 

observations and coaching sessions per teacher that the principal records. This was the key 

mechanism through which the training reached teachers – frequent observations and feedback based 

on both data from interim assessments and classroom observation.18 Control teachers were 

observed, on average, 0.04 times per month. Treatment teachers were observed 0.59 times per 

month – more than 14 times as much as control teachers, or an increase of 1.3s.  

 We also attempted to establish proof of treatment through a survey of principals at the end 

of year one. The first variable is based on a question about the effectiveness of any training that the 

principals attended over the school year. Control principals received their standard trainings led by 

the Houston school district. Each month, HISD held whole-day or half-day principal meetings for 

all principals in the district. Treatment principals received our management training in lieu of district 

training. Both treatment and control principals were asked to assess the quality of the training they 

received in the previous year by the following question: “how effective was any training you received 

for the 2014-15 school year compared to any training received for the 2013-14 school year?” The 

answers range from 1 (significantly less effective) to 5 (significantly more effective). 79 percent of 

principals in treatment schools responded that their training was slightly or significantly more 

effective than the training they received the previous year, relative to 24 percent of principals in 

control schools.  

 The final two variables are also gleaned from our principal survey: average number of 

observations per teacher per month – a parallel to the question we culled from administrative data – 

and the percent of teachers handing in weekly lesson plans. Consistent with the administrative data, 

there is significant treatment effect on the average number of observations per teacher. Control 

principals report that they observe each teacher 1.3 times a month (relative to 0.04 in administrative 

data). Treatment principals report that they observe their teachers 2.3 times per month (relative to 

                                                
18 This component is also a key tenet of achievement-increasing charter schools (Dobbie and Fryer 2013). In a typical 
Houston school, teachers are supposed to be observed in their classroom up to three times a year and provided with 
written feedback and face-to-face conferences. These observations are an important part of their yearly evaluation, as 
part of HISD’s Appraisal and Development Cycle, which also includes standards on teacher professionalism and 
multiple measures of student performance. 
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0.59 in administrative data). Note: reports from both treatment and control schools are much higher 

than the administrative data.  

More extreme are the reports from principals on the percent of teachers handing in weekly 

lesson plans. Control principals report that 96% of teachers hand in weekly lesson plans – despite 

not being required to do so.19 Treatment principals report an almost identical number. Yet, at least 

for treatment schools, we were privy to the collection of lesson plans throughout the year. By our 

count, on average 68% of teachers handed them in.   

 There are at least three reasons that the administrative and survey data might differ. The 

simplest is that people – even school principals – can bend the truth on surveys, particularly if they 

believe the “wrong” answer may have costs (social or monetary). A similar phenomenon exists on 

surveys where individuals are asked about voting behavior, charitable giving, or sex (Bernstein, 

Chadha and Montjoy 2001; Bekkers and Wiepking 2010; Catania et al. 1990). This is consistent with 

treatment principals reporting nearly perfect lesson plan submission despite the fact that the 

administrative data obtained did not reflect this response. Furthermore, Andrews, Boyne, and 

Walker (2011) show that when evaluating management practices, the authority involved in collecting 

the data matters. Principals may tailor their responses or behavior to what they perceive to be the 

goals or performance judgements of the authority collecting the data (i.e. HISD or our project 

team). This could introduce additional differences between the survey and administrative data.    

Second, it is plausible that the administrative and survey data are measuring different things 

despite having similar language. Consider teacher observations. Suppose there are two types of 

observations: one in which a principal quickly visits a classroom and observes some teaching for 5-

10 minutes and then leaves some thoughts for the teacher on a post-it note on her desk. And, a 

second type of observation in which the principal is sure to observe the entire class from start to 

finish, takes copious notes about what he observes, and has a one-on-one conversation with the 

teacher about ways to improve. When he is finished, the principal logs on to the district network and 

inputs the data.  

The first type of observation might be a lot more frequent and is consistent with the 

language in our surveys but not in the administrative data. Only the second definition will appear in 

the administrative data. In this case, we could find large treatment effects on the more intense 

                                                
19 Indeed, teachers in treatment schools were quite unaccustomed to handing in lesson plans. After being required to do 
so as a part of our experiment, at least one formal grievance was filed with the HISD Board of Education.  
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definition of observation and feedback gleaned from administrative data and no treatment effect on 

the survey. A similar story may explain the lesson plans.  

Third, it is plausible that our experiment only had the effect of making principals more aware 

that they should enter their data into the HISD system and little effect on their actual behavior. This 

may explain differences in treatment versus control but cannot explain the discrepancies between 

administrative data and survey data for treatment principals. 

 Importantly, if we don’t take a stand on this issue and simply put equal weight on variables 

collected in both survey and administrative data –  an index of all the variables yields a nearly 1s 

effect of treatment on direct outcomes. The more weight one puts on administrative data relative to 

survey data, the larger the treatment dosage is measured to be.  

Taken together, the evidence suggests that management training had a large impact on direct 

outcomes. 

  

The Impact of Treatment on High- and Low-Stakes Test Scores 

Table 4 presents a series of (ITT) estimates of the impact of management training on high- 

and low-stakes test scores. High-stakes test scores are math and reading state test scores that are 

used for accountability purposes in the state of Texas. Low-stakes test scores are math, reading, 

social studies, and science test scores from the Iowa Test of Basic Skills that Houston administered 

to all of its students enrolled in grades 1-8 during the 2014-2015 school year. Concerns over the 

number of school days devoted to testing caused the school district to eliminate low-stakes exams in 

the second year of treatment. To get an average test score effect – rather than the sum across 

subjects – divide the high-stakes estimates by two and the low-stakes estimates by four.  

Columns (1) through (3) present regressions for the first year of treatment in 2015, the 

second year of treatment in 2016, and a pooled estimate across the two years, respectively. All 

specifications control for three years of pre-treatment test scores and their squares, indicators for 

taking a Spanish or Stanford 10 baseline test, and matched pair fixed effects.20 Columns (4) through 

(6) present similar regressions additionally controlling for a host of pre-treatment demographic 

variables – including indicators for race and gender and whether a student receives special education 

services, or is designated as limited English proficient, economically disadvantaged, or gifted and 

                                                
20 Results are larger, but qualitatively similar, if one does not control for pre-treatment test scores.  
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talented, and grade-level-by-year fixed effects. All results are presented in standard deviation units.21 

Heteroskedasticity-consistent standard errors are in parentheses below each estimate along with the 

number of observations.  

The impact of being offered the chance to participate in principal management training on 

high-stakes test scores (the sum of math and reading scores) is 0.101s (0.014) in year one and 0.02s 

(0.015) in year two. The pooled effect is 0.06s (0.01). Adding controls provides similar results and 

only reduces the standard errors marginally.  

The impact of being offered the chance to participate in principal management training on 

low-stakes test scores (the sum of math, reading, science, and social studies scores) is 0.19s (0.03) in 

the raw data and 0.14s (0.03) with controls. The consistency in the average impact of treatment on 

individual subject scores across low- and high-stakes test is striking. So too is the consistency of the 

treatment effects across subjects.  

Appendix Table 1 provides estimates for each high-stakes subject separately; Appendix 

Table 2 disaggregates the low-stakes data by subject. These tables demonstrate that all subjects are 

positively affected by management training in year one. This is rare in the education reform literature 

– treatment effects, if they are greater than zero, tend to be higher in math than reading – 

particularly for adolescent children (Fryer forthcoming). In year one, the math and reading effects are 

nearly identical.  In year two, the effect on math is a precisely estimated zero, and the effect on 

reading is smaller than year one but continues to be significant. 

Table 5 provides similar LATE estimates for three alternative scalings of the ITT estimates 

in Table 4: whether a student ever attended a treatment school, the fraction of years they attended, 

and the fraction of trainings attended by the principal of the student’s school. With first stages near 

one, the effects of ever attending a treatment school are practically identical to the ITT effects. The 

treatment effect on high-stakes test scores of attending a treatment school for a year is 0.11s (0.02) 

in the first year and 0.05s (0.01) per year when pooled over both years. The effect of being assigned 

to a treatment school with a principal that attended 100 percent of our management trainings is 

0.16s (0.02) in the first year and 0.10s (0.02) per year when pooled over both years. LATE 

estimates for the low-stakes results are qualitatively similar.  

 
                                                
21 Appendix Table 9 provides ITT and 2SLS results for whether a student is “proficient” or “commended” in the 
outcome of interest. Reback (2008) argues that this is a better proxy for what schools maximize. Results are qualitatively 
similar so we opted for a more continuous outcome variable in the main text.  



 
 

25 

Heterogeneous Treatment Effects 

Tables 6 explore the heterogeneity of our treatment effects across a variety of subsamples of 

the data – student characteristics (Table 6A), teacher characteristics (Table 6B), and principal 

characteristics (Table 6C) –  and provides p-values on the difference in reported treatment effects. 22 

All results presented are from the pooled specification with pre-treatment test score controls. 

Appendix Figures 2A, B, and C plot analogous treatment effects over the distribution of continuous 

variables used to subsample the data, rather than using the above-below median cutoff. Given the 

small number of clusters, the figures are noisy, but we include them for completeness.  

Most partitions of the data with respect to student characteristics yield insignificant results. 

However, estimating treatment effects separately by race of the student produces intriguing results. 

The treatment has a negative impact on black students, but a remarkably positive impact on white 

and Hispanic students. The differences between races is statistically significant. Male students seem 

to benefit more from attending schools that participated in management training. Students who are 

new to their schools also seem to gain more. Students who are economically disadvantaged gain less 

than their less disadvantaged peers.  

Table 6B conducts a similar exercise for various teacher characteristics. In this sample, 

approximately 74 percent of elementary school students and nearly all middle and high school 

students have different teachers for math, reading, science, and social studies. Therefore, results in 

Table 6B are presented separately for each test subject and students are split into groups by the 

characteristics of the teacher who teaches them in that subject.  

Students who have teachers with more experience and those with more educated teachers 

have significantly higher treatment effects on high-stakes test scores. The impact of treatment on 

students with teachers who have a graduate degree is 0.11s (0.02) in math and 0.08s (0.01) in 

reading; the high-stakes index is the sum of the two is ≈0.19s. For students who have teachers 

without a graduate degree, the impact on high-stakes tests is 0.06s. Given the relative complexity of 

the tasks required of teachers under our management model (analysis of individual student data, 

lesson planning using backwards induction, etc.), this is not surprising. Similarly, for students with 

teachers with more than five years of experience the effect on summed high-stakes tests is 0.21s and 

highly significant. 

                                                
22 Appendix Table 10 presents results for subsamples based on school levels. Management training is most effective in 
middle and high schools.  
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 We conclude our main statistical analysis of heterogeneous treatment effects by partitioning 

the data according to principal characteristics – which are displayed in Table 6C. A first set of 

principal characteristics measure basic demographics about each principal: years as principal, 

whether the principal was in the school for both treatment years, and their score on math SAT 

questions given to each principal as a part of our survey. The impact of treatment on students 

attending schools with principals who scored above the median on the math SAT questions was 

0.16s (0.02) per year on the high-stakes index, compared to -0.01s (0.02) for students with 

principals scoring below-median on the math questions.23 Students with less experienced principals 

similarly experienced larger effects of treatment compared to their peers with more experienced 

principals [0.13s (0.02), 0.02s (0.02)].  

Finally, the impact of treatment on students attending schools with the same principal over 

both years of the experiment was 0.13s (0.01) per year, compared to -0.07s (0.02) per year for 

students attending schools with principal turnover between the two years. All three differences are 

consistent for low-stakes test scores and are statistically significant. These three facts suggest that 

our management training had the most impact on students with smarter and younger and/or more 

flexible principals and leaders who participated in both years of the experiment.  

 A second set of principal characteristics measure treatment effects as a function of two well-

known psychological measures thought to be correlated with productivity: locus of control (Rotter 

1966; Valecha and Ostrom 1974) and “grit” (Duckworth et al. 2007). Locus of control measures the 

extent to which a person perceives his or her influence over events and their outcomes – individuals 

with a high internal locus of control believe they have more control over what happens to them and 

individuals with a high external locus of control believe outside forces determine their outcomes. 

Survey-based measures of loci of control have been correlated with high-quality leadership. Mongon 

and Chapman (2012, p. 18) describe an internal locus of control or sense of personal responsibility 

as one of three personality traits that is common among effective school leaders. “Grit” measures 

perseverance and passion for long-term goals, and is thought to be correlated with several measures 

of success (Duckworth et al. 2007). 

                                                
23 Throughout the text, we calculate the percent of math SAT questions correct assuming that questions left blank on 
the survey are incorrect. Among the 32 principals who answered every question, there is no relationship between percent 
of questions correct and school treatment effects. To avoid making assumptions about principals who leave questions 
blank, we present these two sets of results in order to provide bounds on the relationship between principal aptitude and 
the effectiveness of management training.  
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 Schools that have principals with a more internal locus of control have significantly higher 

effects of treatment on both high-stakes [0.13s (0.02)] and low-stakes test scores [(0.32s (0.04)]. 

Principals with a more external locus of control show no impact of treatment. The p-value on both 

differences – high- and low-stakes tests – are significant. Similarly, schools that have principals with 

higher “grit” have significantly higher treatment effects than schools with principals who have lower 

“grit” in both high- and low-stakes test scores.   

A final set of principal characteristics – which may be related to some of the variables above 

– measure the extent to which schools implemented the management levers described in Section 

II.B. 

On the dimensions of quality of implementation that we captured, principals who 

implemented with higher fidelity demonstrated markedly higher impacts. But quality of 

implementation is endogenous. To correct for this, we use pre-treatment school and principal 

characteristics (such as student body demographics and indices of teacher and principal quality, for 

example) to predict the extent to which a principal will implement with fidelity. Due to data 

limitations, we only have valid implementation data for treatment schools.  

We measure the degree of implementation using an index of three administrative variables – 

the number of teacher observations and coaching sessions, the percent of teachers handing in data 

action plans, and the percent of teachers handing in lesson plans – all standardized to have a mean 

of zero and standard deviation one. The index is the mean of the three standardized measures.24 An 

alternative measure of the degree of implementation is the percent of our management trainings 

attended by each treatment principal.   

There are four types of predictors – demographic characteristics of the student body, 

previous year test scores of the student body, demographic and experience characteristics of the 

teaching staff, and survey measures of principal experience and ability. Our measures of 

implementation are a treatment school’s fitted value from the following specification:25 

 

(8)  IMPLs = α + bDDs+bSSs +bTTs +bPPs + εs 

                                                
24 Appendix Table 11 splits the sample by the predicted components of the implementation index. All conclusions are 
qualitatively identical.  
25 This measure can be predicted for control schools as well as treatment schools, using the β’s from Equation (8) 
estimated on treatment schools and the X’s measured in control schools. These predicted implementation levels are used 
in some of the robustness checks described in Section V. In all subsample regressions that split by implementation levels 
(actual or predicted), the control school is kept together with its matched pair to maintain the validity of the research 
design. 
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where IMPL is a measure of the fidelity of implementation at school s (e.g. our implementation 

index or percent of trainings attended, depending on the specification) – and D, S, T, and P are the 

sets of pre-treatment school and principal characteristics used to predict fidelity of implementation.  

To reduce the likelihood of overfitting, these characteristics include several indices, where 

each index takes the mean of a set of variables that are standardized to have a mean zero and 

standard deviation one.  Student demographic variables include a school’s percent of students that 

are female, black, Hispanic, white, or Asian, qualify for special education services, or are designated 

as economically disadvantaged, limited English proficient, or gifted and talented. Previous year test 

score variables are included as an index of standardized mean math and reading high-stakes test 

scores from 2012-13 and 2013-14. Teacher characteristics include the percent of teachers that are 

female and average teacher age, as well as an index of teacher quality – measured by standardized 

average years of teacher experience, percent of teachers with a graduate degree, and average teacher 

fixed effects in math and reading (as defined in the Online Appendix). Survey variables include an 

index of principal quality – measured by standardized principals’ self-reported years of experience as 

a principal, years leading their current school, the percent of math SAT questions correct – as well as 

an indicator for responding to the survey.  

Using just one of each of the four types of predictors in Equation (8) yields similar results. 

R-squared when the implementation index is the dependent variable ranges from 0.15 (principal 

survey responses) to 0.44 (student body demographics). The estimated relationship between school 

treatment effects and the predicted implementation index, described below, remains similar as well. 

Equation (8) estimated on all treatment schools yields an R-squared of 0.69. Results are similar when 

the percent of trainings attended is the dependent variable – R-squared is 0.60.26 While using only 

treatment schools to predict implementation is not ideal, we demonstrate below that when 

predicting principal turnover, whether we use only treatment schools or non-experimental schools 

yields virtually identical results.  

 Principals who are above-median implementers have a 0.12s (0.02) treatment effect per year 

on high stakes test scores and a 0.28s (0.04) treatment effect on low-stakes test scores, using the 

                                                
26 When the implementation index is the outcome variable of interest, the most significant predictor variables are the 
percent of students designated LEP, the index of previous year test scores, and an indicator for whether or not a 
principal took the survey. When the percent of trainings attended is the outcome variable of interest, the most significant 
predictors are the percent of students designated LEP, the percent of students enrolled in Special Education, the school 
level (elementary, middle, or high), and the percent of teachers in a school who are male.  
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actual implementation index. When we use pre-treatment characteristics to predict who will 

implement well, those who are above-median have a 0.18s (0.02) treatment effect on high stakes 

test scores and a 0.26s (0.04) treatment effect per year on low-stakes test scores. Principals who are 

below-median – actual or predicted – have small insignificant treatment effects on high- and low-

stakes scores. The pattern is similar when we use the percent of trainings attended (actual or 

predicted) as a measure of fidelity of implementation. 27  

 Figure 4 provides a visual representation of this classic “dose-response” relationship. For 

each matched pair, we estimate the ITT effect with pre-treatment test score controls and plot that 

value against the value of the implementation index for the treatment school in that matched pair. 

The relationship between fidelity of implementation and size of treatment effect in the first year and 

pooled over both years is intuitively, but strikingly, positive. A 1s increase in the actual (resp. 

predicted) implementation index is associated with a 0.13s (resp. 0.15s)  increase in matched pair 

treatment effect on high-stakes test scores in the first year and 0.14s (resp. 0.18s) pooled over both 

years. The relationship is highly statistically significant for both the actual and predicted 

implementation indices. In many respects, this is the “main result” of our demonstration project. 

Our theory of change is that if principals implement with fidelity, student achievement will increase. 

We never imagined a scenario in which lack of implementation would increase productivity. This is 

what Figure 4 demonstrates. 

 Coupling fidelity of implementation with principal turnover provides a more complete 

description of what drives our results (Table 7). Whether a school experiences principal turnover is 

predicted using a procedure similar to the one described above. Equation (8) is estimated for all 

principals in non-experimental schools in HISD with an indicator for having the same principal during 

both years of the experiment as the dependent variable. All continuous independent variables 

included in the previous prediction model enter the regression as indicator variables for falling into 

each decile of the distribution of the given variable. The index of responses to the principal survey is 

not included since the survey was only administered in experimental schools. R-squared from the 

regression is 0.47. Schools are predicted to have their principal participate in both years of the 

                                                
27 Using data on principal time use (collected by aspiring principals as they shadowed principals participating in the 
experiment), Figure 3 shows that after two years of treatment, treatment principals with above-median scores on the 
implementation index spent more of their average day investing in human capital than treatment principals who did not 
implement well, where human capital is defined as meeting with teachers and school-based staff, reviewing teacher 
lesson plans, observing classroom instruction, leading professional development for teachers, or attending professional 
development for oneself. For details on other time use categories, see the Online Appendix.  
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training if their fitted value from Equation (8) is above the median value for treatment and control 

schools.28 Predicting principal turnover using this specification for the non-experimental sample or 

the specification described above for only the treatment sample yield practically identical results.  

Schools with predicted above median implementation and whose principal is predicted to 

participate in both years of training have very large treatment effects in both years (0.24s (0.03) in 

year one and 0.35s (0.03) in year two). Results are similar using actual rather than predicted principal 

characteristics (Appendix Table 3).  

In stark contrast, schools with predicted above median implementers and whose principals 

are predicted to leave after year one have a small significant effect in year one [0.076s (0.03)] and no 

effect in year two. Using actual rather than predicted principal characteristics yields marked negative 

results for principals who implemented with high fidelity but were new in the second year of 

treatment [-0.18s (0.04)]. Schools with below median implementers have similar patterns, but all 

effects are closer to zero. Below median implementers who are predicted to have new principals in 

the second year of treatment have marked negative effects in the second year of treatment [-0.10s 

(0.03)]. Finally, using predicted training attended (rather than the implementation index) as a 

measure of fidelity of implementation produces similar results.  

Note: the “dose-response” relationship in year two is reduced – a 1s increase in the actual 

(resp. predicted) implementation index is associated with a 0.14s (resp. 0.13s)  increase in matched 

pair treatment effect on high-stakes test scores in the second year, but these slopes are no longer 

statistically different from zero (Figure 4). This is driven by the lack of an effect on student 

achievement in schools with new principals in year two who are high implementers.29  

 Given the emphasis we place on the large positive treatment effects in the subsample of 

schools with a high fidelity of implementation, it is important to understand whether other school or 

principal characteristics might also drive our results, rather than a school’s degree of 

implementation.30 In other words, despite the theoretical intuition of our finding, it is plausible that 

                                                
28 The most significant predictors are school level (elementary, middle, or high), previous year test scores of the student 
body, and being in the upper deciles of percent of students who are black, Hispanic, or white (i.e. being a more 
segregated school).  
29 Estimating the “dose-response” relationship in year two for the subset of returning principals yields a slope of 0.36s 
(p-value 0.06). 
30 Our measure of the fidelity of implementation takes only the quantity of implementation, not quality, into account. 
Due to data limitations, we are unable to separate the two. 
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there is a third factor (average student ability, say) that is correlated with both implementation and 

achievement.  

To understand whether this type of omitted variable exists, we consider every observable 

school and principal characteristic that could be correlated with the degree of implementation in a 

school – whether the school is an elementary, middle, or high school; student body demographics 

and average pre-treatment test scores; teacher demographics and measures of average experience or 

ability; and principal tenure, intelligence, grit, and locus of control – and residualize the variable with 

respect to the (actual) implementation index. Then, we estimate whether the remaining variation in 

each school characteristic (independent of the degree of implementation in a school) predicts 

schools’ measured treatment effects.  

Arguing against the presence of a third factor – though not definitive proof – Appendix 

Figure 3 shows that none of these residualized school characteristics are significantly related to the 

effect of treatment in a given school.  

In addition, we confirm that heterogeneous effects by student and teacher characteristics 

follow similar patterns within the high implementation samples as they do in the full sample (not 

shown in tabular form). This suggests that differences in effects in high-implementation schools and 

low-implementation schools are not driven by some other difference between the two types of 

schools. In both high- and low-implementation schools, there are larger effects for white and 

Hispanic students, male students, students new to their school, and less economically disadvantaged 

students. More experienced and more educated teachers also continue to have larger effects. This 

further supports the results from Appendix Figure 3.  

A final check is to ensure that our median cut point is not driving the results. First, Figure 4 

demonstrates that the “dose-response” relationship is smooth across the distribution of scores on 

the implementation index. Further, the results presented in Table 5C remain the same whether we 

vary the definition “high implementation” to be values above the 40th, 50th, or 60th percentile of the 

implementation index or percent of trainings attended (Appendix Table 4).  

In summary, the data are consistent with our conclusion that the fidelity of implementation 

of the management training is highly related to the effectiveness of the training in improving student 

outcomes. Yet, our ability to test whether the presence of an unknown factor could explain our 

results is, by definition, limited by data constraints. 

 

V. Robustness Checks 
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This section describes the robustness of our main results. Specifically, we use conservative 

bounding methods to account for potential differential attrition between treatment and control, 

discuss multiple methods for obtaining consistent standard errors that account for school-level 

heterogeneity, calculate exact p-values via permutation tests, and address potential concerns related 

to multiple hypothesis testing.   

 

Attrition 

A first worry is that our estimates are based on the sample of students who take the high-

stakes or low-stakes exam at the end of each year of treatment. If treatment affects selection into 

this sample, our results may be biased. Appendix Table 5 provides estimates of the effect of 

treatment on attrition in the elementary, middle, and high school samples and the overall sample for 

the high-stakes exam. Students can exit the sample in two ways – by missing the test entirely or by 

taking the STAAR-L math exam (linguistically modified and not comparable to standard STAAR.) 

In the overall sample there was no effect of treatment on missing the exam, and a statistically 

significant but quantitatively small effect on taking the STAAR-L exam in each year. 

Table 8 includes bounds on nine key estimates that account for differential attrition. As 

described in Lee (2009), we calculate lower bounds by dropping the highest-achieving treatment 

students, or lowest-achieving control students, until attrition is equal between treatment and control. 

This process occurs independently for each outcome. We re-run the main specification, including all 

of the same controls, on this new sample to estimate the worst-case scenario treatment effect – i.e., 

the treatment effect if all of the excess treatment (excess control) respondents were the “best” 

(“worst”) respondents on each measure.  

Each of the estimates that was significant in the main analysis is also significant after 

accounting for attrition and qualitative conclusions remain the same. 

 

School-Level Heterogeneity 

Another potential concern is adjusting our standard errors to adjust for school-level 

heterogeneity. In general, controlling for matched pair fixed effects should yield consistent standard 

errors (Abadie and Imbens 2011), but this may not correct for school-level heterogeneity in finite 

samples. This heterogeneity is uncorrelated with treatment due to random assignment, but could 

affect inference (Moulton 1986, 1990).  
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We do two things to address this issue. First, we cluster standard errors at the school-level. 

Table 9A displays these estimates. Second, we estimate school-level regressions of the impact of 

treatment on high- and low-stakes test scores. Table 9B displays these estimates. Qualitative results 

remain virtually unchanged. In Table 9A, clustered standard errors approximately double or triple in 

size but all key results remain statistically significant, although the pooled results for the full sample 

are no longer statistically significant.  In Table 9B, most patterns in the data remain the same but 

results are less precise and therefore no longer statistically significant. Unlike in the main results, 

results each year are similar in the full sample, and the point estimates for schools that implement 

with high fidelity and experience principal turnover are larger than the results for schools that 

implement with high fidelity and do not experience principal turnover on high-stakes tests.31  

The dose-response relationship described above remains positive and significant in both 

years if school treatment effects on the y-axis are calculated at the school level (i.e. differences in 

mean test scores between the treatment and control school in each matched pair).  

 

Permutation Tests 

A third robustness check is to understand how our small number of clusters (58) impact 

inference. 58 clusters is large by the standards of school-based random assignment designs and 

larger than levels that typically cause concern, but small enough that one still worries that standard 

asymptotics do not apply.  

Table 10 provides exact p-values calculated via permutation tests for eleven key results 

(Fisher 1935, Rosenbaum 1988). To conduct the permutation test, we re-randomize the sample 

10,000 times between matched pairs at the school level, just like the original random assignment, 

and calculate a simulated treatment effect. The exact p-value is the proportion of simulated 

treatment effects that are larger than the actual observed treatment effect (in absolute value).  

None of the exact p-values for the mean effects on the full sample estimated in the first row 

of Table 10 are significant. This is a bit surprising given the original p-values and the number of 

clusters. Of the 36 ITT coefficients tested (on the full sample and various subsamples) in Panel A, 

five have exact p-values below conventional levels – the large positive effect on high-stakes scores 

for predicted high implementers in year two and pooled over both years, the large positive effects on 

                                                
31 Treatment coefficients are from a regression of mean standardized test scores in each treatment year on an indicator 
for treatment and a set of matched pair fixed effects. Adding additional school-level controls like the percent of students 
who are Hispanic, Black, or economically disadvantaged lead, if anything, larger coefficients, but these regressions are 
likely over-fitted, especially in the smaller subgroups.  
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high-stakes scores (year two and pooled) for predicted high implementers who are also predicted to 

return in year two and the effect on low-stakes scores for schools in which the principal is predicted 

to return for the second year and implement with low fidelity. 

Recall that the null hypothesis of a permutation test is that each principal would exhibit the 

same effect on student achievement whether he was assigned to treatment or control (Rosenbaum 

1988). Yet, this is not the relevant null for our analysis, as we do not expect principals who do not 

implement the management practices to exhibit positive treatment effects. A more relevant null 

hypothesis for our analysis is that schools that are predicted to implement well have non-zero 

treatment effects. And those who are not predicted to implement well have zero treatment effects. 

In this sense, our null is about the slope of the predicted “dose-response” graph in Figure 4. A 

similar motivation for altering the null of a permutation test is in Chetty, Hendren, and Katz (2016).  

Panel B provides an exact p-value for this slope, which remains significant (p-values of .09 in 

year one and .06 pooled over both years).32 In other words, at the least, management training has 

significant effects for those who implement the training well or are predicted to do so.  

 

Multiple Hypothesis Testing  

A final concern is whether we are detecting false positives due to multiple hypothesis testing. 

A simple (and very conservative) standard Bonferroni adjustment confirms the robustness of our 

main results: for example, in Table 4, multiply each p-value by 4 and the first year and pooled results 

remain highly significant; in Figure 4, multiply each p-value by 11 and the slope also remains 

significant.  

An additional concern is that our consideration of many subgroups yielded the difference in 

treatment effects between high- and low-implementation schools purely by chance. However, if we 

multiply the p-values of the treatment effect for the high-implementation group by 28 (the number 

of subsamples by school characteristics considered), results for all four measures (above-median 

predicted and actual implementation index and percent of trainings attended) remain highly 

statistically significant. Further, we test the null hypothesis that there is no subgroup-specific 

treatment effect; F-tests of the null hypothesis that there is no effect in either the high or low 

                                                
32 Splitting predictors into individual variables (rather than indices) yields predicted values of the implementation index 
that are more highly correlated with the actual values of the implementation index, but the additional variables lead to a 
higher chance of overfitting. Conclusions using these predicted values are all qualitatively the same, and p-values 
calculated via permutation tests for the dose-response graph with these predicted values remain highly significant (0.018 
in year one and 0.024 pooled over both years).  
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implementation group, or the high or low percent trainings group (actual or predicted) all yield p-

values of 0.000.  

 

VI. Discussion and Speculation 

 Our field experiment has generated a rich set of facts. Offering principals the opportunity to 

participate in management training has a statistically significant effect in the first year of treatment 

and virtually no effect in the second year of treatment. Non-black students and male students are 

more likely to benefit when their principals are offered management training. Students whose 

teachers have more than five years of experience or whose teachers are more educated benefit most 

when their principals are offered the chance to participate in management training.  

The relationship between fidelity of implementation and the effectiveness of treatment in 

improving student test scores is striking, and remains highly significant after accounting for our set 

of robustness checks. And this, combined with principal turnover, seems to explain the differences 

between the results in year one and year two.   

In this section, we take the point estimates literally and provide a (necessarily) more 

speculative discussion around what mechanisms might be underlying this set of facts – with an eye 

toward understanding what (if any) broad lessons can be learned from our experiment. Much of the 

evidence presented below relies on subsample analysis that would not have been a part of any pre-

analysis plan – which is potentially problematic. We did not imagine that year one and year two 

would be so different. As such, we consider this to be a speculative discussion that may help shape 

future experimental work.  

 

A Placebo Effect 

 Perhaps the simplest and most straightforward explanation for our results is that principals 

in the treatment condition received more attention (over 300 hours of specialized training) and 

believed that they were better equipped to manage their schools, resulting in positive treatment 

effects in year one not through increased management capital but through feeling special or 

appreciated. If utility is concave in attention, such that in year two the special trainings for principals 

did not cause them to exert more effort, this can potentially explain parts of the data. In other 

words, our results could be the result of a classic placebo effect. This phenomenon, typically 

discussed in the context of clinical trials, occurs when there are seemingly beneficial effects of a 
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treatment that are caused by a participant’s belief in the treatment, rather than by the properties of 

the treatment itself.  

 The placebo effect explanation is consistent with the results in years one and two and the 

fact that many subsamples of the data show statistically similar results. But the data seems 

inconsistent with the dose-response graph (unless implementation fidelity is driven by individual 

level placebo effects) or the fact that the high implementers who remained in treatment for both 

years, if anything, had larger treatment effects in year two.  

Moreover, as Table 7 shows, it is striking that for principals who were new to the experiment 

in year two – and who should be getting their first dose of special treatment – treatment effects are 

not positive (particularly for low implementers).33  

 

The Learning Curve for New Principals 

 A second potential explanation of why new principals in year two of the management 

experiment are less successful than seasoned principals who remain in their schools is that there is a 

learning curve for new principals and any disruption of a top level administrator causes negative test 

score outcomes in any school. Béteille, Kalogrides, and Loeb (2012) argue that higher rates of 

principal turnover in disadvantaged schools is a factor in the productivity gap between high- and 

low-achieving schools. 

 We test this basic hypothesis by investigating the treatment effects for new principals in year 

one of the experiment.34 In year one, the impact of treatment on high-stakes test scores for 

principals who are new to their schools is 0.12s (0.03) and  0.09s (0.01) for principals who are 

returning to their schools. The p-value on the difference is 0.55 [not shown in tabular form]. 

 

Complementarities in Content and Systems in Management 

 A unique feature of our experiment is the cumulative nature of the two-year management 

curriculum and the fact that the modules were designed as complements – not substitutes. Most 

experiments in education last anywhere from an hour to a year (e.g. Mueller and Dweck 1998, Fryer 

                                                
33 More generally, the fact that principals who stayed on had statistically positive results in both years and that the null 
results in year two are being driven by principals who entered the treatment mid-project rules out many alternative 
theories such as changes in teacher buy-in or changes in the management of our management experiment between years 
one and two. These theories may explain some of the variance in coefficients but contradict the key results. 
34 Although participation in the experiment was limited to schools with returning principals, due to unforeseen 
circumstances there were three treatment schools with new principals in the first year of treatment.  
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2011b), though there are important exceptions (e.g. the Tennessee STAR experiment, a study over 

four years). 

In the first year of the treatment the project team realized that most principals lacked basic 

content knowledge to be good managers. Put crudely, it’s hard to be an effective manager if one 

cannot decipher whether output – in this case, classroom instruction – is high quality or does not 

know how to coach agents in an effective way.  

In year one, the vast majority of training (81%) was directed toward content knowledge. This 

included identifying opportunities for teacher development during classroom observations, 

conducting effective meetings that utilize student data, and designing whole-school systems and 

goals.  

 Importantly, 11 out of 29 treatment principals resigned or were removed from their school 

at the end of the first year of the experiment (12 control principals also did not return). The 

principals who took over those schools missed the intense focus on content during the year one 

trainings. In year two, trainings were more evenly split between content and systems; 62% of 

training was focused on systems and 38% on content. Moreover, a significant portion of the content 

training for year two was covered in early summer of 2015 – before the new principals officially took 

over their schools. For the new principals (who received none of the trainings in year one), content 

trainings were less than half of their total training in year two – almost three times less than the ratio 

chosen by project managers in year one.  If principals’ human capital (i.e. content knowledge) and 

systems are complements, this provides a plausible mechanism for our results.35  

 For clarity of exposition, suppose that management can be defined as a combination of 

content and systems – which we assume for convenience are perfect complements – and let !(∙) 
denote a school production function that can be represented by: 

(9)																																												! (), (+, … , (- + min 	2345645,			7 ∙ 89856:8 , 

where (; ∈ = represents a typical activity of a principal such as ensuring that the school 

busses pick up pupils and that the furnace is working, or planning a school assembly. Further 

assume ! ∙  is a smooth and continuously twice differentiable function. Given the inherent time 

constraints in a school day, as Figure 3 demonstrates, treatment principals trimmed roughly )- of 

time from all other measured activities that a principal engages in such as meeting with parents or 

                                                
35 Conversely, if the “capital” accrued by the principal remains in the school (or teachers) after he or she leaves, this 
thought experiment makes less sense. 
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dealing with vendors. If ! ∙  is weakly monotonic in its arguments, reallocating time from other 

activities to management activities caused achievement to decline absent the management benefit. 

The net effect is, however, likely positive. In other words, the benefit of better management skills 

outweighs the substitution away from other activities precisely as Equation (9) describes. In year one 

of treatment, as discussed above, principals received a four to one ratio of content relative to 

systems training. Training imbued principals with management skills – particularly the ability to 

recognize high quality teaching and coach teachers toward that goal.  

 This thought experiment has four predictions. First, if !(∙) is monotonic in its arguments 

and  the “management effect” is larger than the cost of substituting away from other activities, then 

the treatment effect of management trainings will be positive. Otherwise it will be negative. Given 

the focus in year one on content trainings, we expect the management effect to be greater than the 

substitution effect in year one. Second, in year one, higher implementation of the (largely content-

based) trainings should have a higher treatment effect.  

Third, in year two, for new principals, the management effect will be less than the 

substitution effect (given their lack of content-based knowledge) – yielding negative treatment 

effects – and for returning principals, the management effect is greater than the substitution effect 

(since they retain their content-based knowledge) – yielding positive treatment effects. Finally, higher 

implementation should lead to higher treatment effects whenever the management effect is greater 

than the substitution effect and lower treatment effects whenever the management effect is less than 

the substitution effect.  

 These predictions seem to be borne out in the data. Year one data is positive and statistically 

significant, and the slope of the dose-response graph is positive and statistically significant as 

predicted. Third, the impact of management training on principals who are new in year two is 

negative. Finally, the slope of the dose-response graph is statistically zero in the second year of 

treatment.  

 

VII: Conclusion 

In an effort to increase school productivity and to narrow achievement gaps between 

historically salient subgroups, states, school districts, not-for-profits, and other organizations have 

pushed reforms such as the expansion of charter schools, turning around low-performing traditional 

public schools, or the use of technology to individualize instruction.  
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One potentially cost effective strategy – not yet tested in American public schools – is to 

provide principals with the training to be better managers. To date, all evidence on the relationship 

between school management and student achievement has been correlational (Bloom et al. 2015).   

This paper reports estimates from a field experiment in Houston, Texas designed to build 

management capital in principals. Overall, the estimates suggest that management training was 

effective in year one – increasing efficiency approximately 7% -- but produced precisely estimated 

zeros in year two. Pooling the two years produces marginally significant results that fall on the other 

side of significance with more conservative standard errors. Management training tends to be more 

effective with more flexible, stable and higher human capital principals and teachers. The most 

robust partitions of the data are whether a principal was employed for both years of the experiment 

and fidelity of implementation of the management training. Principals who are predicted to 

implement well demonstrated large and remarkable robust treatment effects.  

Let us put the magnitude of these estimates in perspective. Fryer (forthcoming), in a survey of 

randomized control trials designed to increase achievement in developed countries, reports that early 

childhood programs (meta-coefficient of 0.11s (0.03) in math and 0.11s (0.01) in reading), high-

dosage tutoring (meta-coefficient of 0.31s (0.11) in math and 0.22s (0.03) in reading), certain 

teacher professional development (meta-coefficient of 0.05> (0.02) in math and 0.22s (0.03) in 

reading), and charter schools (meta-coefficient of 0.09s (0.01) in math and 0.038s (0.01) in reading) 

have significant impacts on student achievement. Our preferred estimates suggest that the combined 

impact of management training is 0.06s (0.01) per year on high-stakes test scores (summed math 

and reading) and 0.188s (0.03) on low-stakes test scores (summed math, reading, science, and social 

studies).  

Appendix Table 6 lists the experiments from Fryer (forthcoming) for which we could obtain 

reliable cost estimates. Following Krueger (2003), we calculate an internal rate of return (IRR) for 

achievement-increasing field experiments. Appendix Table 6 provides the treatment effects, costs, 

and IRRs for 14 evaluated programs with verifiable random assignment and reliable cost numbers 

along with our management experiment. The calculations are explained in detail in Appendix C.  

The effect of lowering class sizes from 24 to 16 students per teacher is approximately 0.24s 

per year on summed math and reading test scores, with a marginal cost of $5,084 per student and an 

IRR of 9.7% (Krueger 1999). The Harlem Children’s Zone Promise Academy Middle School 

increases summed math and reading test scores by 0.28s per year, with a marginal cost of $7,536 
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and an IRR of 11.9% (Dobbie and Fryer 2011). Teach for America increases summed math and 

reading scores by 0.18s per year, with a marginal cost of $3,707 and an IRR of 11.7% (Glazerman et 

al. 2006). 

The average marginal cost per pupil of our experiment is $9.26 per student, per year 

(Appendix C provides details on how this is calculated). In the full sample, this implies an IRR of 

79% – the highest among all those calculated using experimental data. Moreover, if school districts 

can target the management training to principals who, a priori, are likely to remain in their jobs for 

the duration of the training or implement the training with high fidelity, the IRR is 94% or 96%, 

respectively.  

These results suggest that management training can be used systematically in urban public 

schools to significantly increase student achievement – particularly among principals who the district 

expects to remain in their jobs and who will implement with fidelity – in an extremely cost-effective 

way.  
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Table 1: Description of Treatment

Schools HISD provided a list of eligible schools (132 elementary, 23 middle, and 19 high schools),
of which 29 schools were randomly selected into treatment and 29 into control.
There were 10 elementary schools, 10 middle schools, and 9 high schools in each group.

School Years 2014-2015 and 2015-2016

Treatment Students 24,000 K-12th graders: 30% black, 65% Hispanic, 83% economically disadvantaged

Control Students 31,000 K-12th graders: 27% black, 62% Hispanic, 72% economically disadvantaged

Supports Provided Year 1: Two-week training (summer 2014), ongoing coaching and professional development from Chief
Management Officer, set of high-quality interim assessments. 170 total hours of training (81% on content, 19% on systems).

Year 2: One-week training (summer 2015), ongoing coaching and professional development from Chief
Management Officer, data monitoring systems provided by HISD to all schools, set of high-quality interim assessments.
130 total hours of training (38% on content, 62% on systems).

Expectations of Principals Classroom teachers observed and given feedback at least biweekly.
Schools administer all interim assessments and leaders work with teachers to analyze data and create action plans.
Leaders collect teacher lesson plans and provide feedback before plans are implemented.

Outcomes of Interest Number of principal observations per teacher per month, survey measures of implementation,
high-stakes state assessment scores, low-stakes scores.

Testing Windows 2015: High-Stakes: 3/30-3/31 (gr. 5 & 8), 5/21-5/28 (other gr. and gr. 5 & 8 retest), 5/12 and 6/23 (retest #2); Low-Stakes: 5/4.
2016: High-Stakes: 3/29-4/1 (gr. 5 & 8), 5/2-5/13 (other gr. and gr. 5 & 8 retest), 6/21-6/22 (retest #2); No Low-Stakes given.

Notes: The differences between treatment and control schools in the percent of students who are black or hispanic are not statistically significant. The difference in the percent who are
economically disadvantaged is statistically significant. These differences in the sample are largely driven by students without valid test scores - i.e. high school students, since they do not test
in every grade. The difference in sample size is driven by several very large high schools that are in the control group. See Table 2 for a comparison of treatment and control students who have
valid outcome test scores. These samples are very balanced on all observable characteristics and are similar in size.



Table 2: Pre-Treatment Summary Statistics
Non-Exp Exp Control Treatment

Mean Mean p-value Mean Mean p-value

(1) (2) (3) (4) (5) (6)
Panel A: School Characteristics

Student Body Characteristics

Percent female 0.493 0.487 0.401 0.482 0.493 0.266
Percent Black 0.259 0.345 0.042 0.348 0.343 0.955
Percent Hispanic 0.615 0.593 0.614 0.583 0.603 0.801
Percent White 0.077 0.038 0.005 0.043 0.033 0.627
Percent Asian 0.037 0.018 0.008 0.019 0.017 0.809
Percent other race 0.012 0.006 0.000 0.007 0.005 0.067
Percent limited English proficient 0.330 0.205 0.000 0.207 0.203 0.928
Percent receiving special education services 0.072 0.097 0.003 0.099 0.094 0.706
Percent gifted and talented 0.176 0.124 0.023 0.135 0.113 0.582
Percent economically disadvantaged 0.754 0.806 0.032 0.783 0.829 0.207
Mean STAAR math score 12-13 (s units) 0.011 -0.221 0.001 -0.240 -0.203 0.759
Mean STAAR reading score 12-13 (s) 0.008 -0.195 0.002 -0.201 -0.188 0.911
Mean STAAR math score 13-14 (s ) 0.050 -0.187 0.001 -0.218 -0.155 0.615
Mean STAAR reading score 13-14 (s) 0.038 -0.171 0.003 -0.202 -0.140 0.611

Teacher Characteristics

Percent female 0.800 0.677 0.000 0.675 0.678 0.921
Mean age 41.644 41.998 0.437 42.215 41.781 0.577
Mean years of teaching experience in HISD 9.480 8.758 0.027 9.149 8.367 0.136
Percent with a graduate degree 0.294 0.346 0.001 0.348 0.343 0.870
Mean math teacher effect 13-14 (s) 0.011 -0.383 0.000 -0.430 -0.336 0.586
Mean reading teacher effect 13-14 (s) 0.089 -0.424 0.000 -0.469 -0.379 0.522

Principal Characteristics

Mean years of experience as a principal — — — 4.826 4.865 0.971
Mean number of years at current school — — — 3.652 3.635 0.985
Mean percent of SAT math questions correct — — — 0.432 0.354 0.319

Number of Schools 195 58 29 29
p-value from joint F-test 0.000 0.322

Panel B: Student Characteristics
Female 0.494 0.486 0.173 0.485 0.487 0.892
Black 0.233 0.289 0.147 0.274 0.305 0.659
Hispanic 0.623 0.661 0.382 0.686 0.634 0.485
White 0.090 0.031 0.001 0.023 0.039 0.444
Asian 0.041 0.014 0.000 0.011 0.016 0.507
Other Race 0.013 0.006 0.000 0.006 0.006 0.962
Limited English Proficient 0.345 0.243 0.001 0.240 0.246 0.891
Special Education Services 0.060 0.092 0.000 0.094 0.089 0.574
Gifted and Talented 0.209 0.105 0.000 0.112 0.098 0.642
Economically Disadvantaged 0.742 0.825 0.002 0.822 0.829 0.835
STAAR Math Score 12-13 (s) 0.111 -0.158 0.001 -0.146 -0.173 0.799
STAAR Reading Score 12-13 (s) 0.077 -0.226 0.001 -0.222 -0.231 0.929
STAAR Math Score 13-14 (s) 0.094 -0.173 0.000 -0.179 -0.167 0.903
STAAR Reading Score 13-14 (s) 0.069 -0.218 0.000 -0.229 -0.206 0.822

Number of Students 102042 29605 15338 14267
p-value from joint F-test 0.000 0.000

Notes: This table reports school- and student-level pre-treatment summary statistics for our management experiment. Students are only included in the sample
if they have at least one valid outcome high- or low-stakes test score variable in 2014-15. Column (1) reports the mean of the non-experimental group. Column
(2) reports the mean of the experimental group. Column (3) reports the p-value on the null hypothesis of equal means in the experimental and non-experimental
groups. Similarly, Columns (4)-(6) report the mean of the control and treatment groups and the p-value on the null hypothesis of equal means in the treatment
and control groups, respectively. The tests in Columns (3) and (6) use heteroskedasticity-robust standard errors in Panel A, and school-clustered standard errors
in Panel B. All demographic and test score measures are culled from administrative data collected pre-treatment. See the Online Appendix for the construction
of average teacher effects. Student test scores and teacher effect measures are standardized to have a mean of zero and standard deviation one over the district
sample by grade and by subject, respectively. Measures of principal characteristics come from a survey administered to experimental schools in the summer of
2015.



Table 3: Proof of Treatment
Control Mean ITT 2SLS (Trainings)

(1) (2) (3)
Administrative Outcomes

Percent of trainings attended 0.009 0.580⇤⇤⇤ —
(0.042)

N 58

Average number of observations per teacher per month 0.043 0.549⇤⇤⇤ 0.946⇤⇤⇤
(0.085) (0.134)

N 58 58

Survey Outcomes

Effectiveness of any training received 0.238 0.556⇤⇤⇤ 0.825⇤⇤⇤
(0.136) (0.224)

N 46 46

Average number of observations per teacher per month 1.341 0.964⇤⇤ 1.446⇤⇤
(0.462) (0.682)

N 49 49

Percent of teachers handing in weekly lesson plans 0.956 -0.005 -0.007
(0.026) (0.040)

N 45 45

Proof of treatment index (s units) -0.414 0.961⇤⇤⇤ 1.468⇤⇤⇤
(0.171) (0.261)

N 45 45

Notes: This table reports ITT and 2SLS estimates of the effects of our management experiment in Houston on direct outcomes of
treatment. The percent of trainings attended is measured by attendance sheets at each training over the summer of 2014 and 2015. The
administrative measure of the number of teacher observations per month comes from records in the Teacher Appraisal and Development
System (TADS) at the end of the 2015-16 school year. Survey outcomes are drawn from responses to the principal survey administered in
the summer of 2015. Training effectiveness is an indicator that is one if the principal reported that the training they received in 2014-15
was slightly or significantly more effective than any training they received in 2013-14 and zero otherwise. The survey measure of the
number of teacher observations is the mean of the self reported number of observations for four randomly selected teachers in the school.
The percent of teachers handing in weekly lesson plans is self-reported. The proof of treatment index is the mean of all other variables
in the table after they are standardized to have a mean of zero and a standard deviation one over all schools in the experimental sample
(for administrative measures) or over all survey respondents (survey measures). See the Online Appendix for a detailed construction of
all variables. Both specifications include a treatment indicator and matched-pair fixed effects. The administrative measures correspond
to the second year of treatment and the survey measures correspond to the first; therefore, the 2SLS specification instruments for the
percent of trainings attended with random assignment to treatment, where the percent of trainings is cumulative over the both summers in
the panel of administrative measures and over the first summer in the panel of survey measures. Standard errors, reported in parentheses,
are robust to heteroskedasticity. Significance at the 1%, 5%, and 10% levels indicated by ***, **, and *, respectively.



Table 4: The Effect of Treatment on Student Test Scores (ITT)
Baseline Regressions Fully Controlled Regressions

2015 2016 Pooled 2015 2016 Pooled
(1) (2) (3) (4) (5) (6)

High Stakes (Sum 2 Subjects) 0.101⇤⇤⇤ 0.020 0.060⇤⇤⇤ 0.076⇤⇤⇤ 0.000 0.039⇤⇤⇤

(0.014) (0.015) (0.010) (0.013) (0.014) (0.010)
N 25,397 26,379 51,776 25,397 26,379 51,776

Low Stakes (Sum 4 Subjects) 0.188⇤⇤⇤ — — 0.135⇤⇤⇤ — —
(0.028) (0.027)

N 23,878 23,878

Notes: This table reports ITT estimates of the effects of our management experiment in Houston on student achievement on high-
and low-stakes test scores. In year one, the sample includes all students enrolled in one of the 58 experimental schools at the
beginning of the 2014-15 school year. In year two, students in entry grades are re-assigned to the zoned school they were slated to
move to at the beginning of treatment. Students new to the district in year two are assigned to the first school they attend in 2015-16.
Students returning to the district in non-entry grades retain the same school assignment as in year one. Testing variables are drawn
from district test score files and are standardized to have a mean of zero and a standard deviation of one within each year and
grade among students with valid test scores. High-stakes tests are the State of Texas Assessments of Academic Readiness (STAAR)
exams in math and reading (administered in grades 3-12), and low-stakes tests are the Iowa Test of Basic Skills (ITBS) exams in
math, reading, science, and social studies (administered in grades 1-8). Each dependent variable is the sum of standardized scores
in all subjects administered (i.e. 2 subjects in STAAR and 4 subjects in ITBS). Columns (1)-(3) report ITT estimates of the effect
of treatment, controlling only for matched-pair fixed effects and three years of baseline reading and math scores and their squares,
indicators for whether the baseline test was taken in Spanish, and indicators for whether baseline scores are from high- or low-stakes
exams. Columns (4)-(6) report ITT estimates of the effect of treatment, controlling for matched-pair fixed effects, grade-year fixed
effects, and the student-level demographics summarized in Table 2 plus three years of baseline reading and math scores and their
squares, indicators for whether the baseline test was taken in Spanish, and indicators for whether baseline scores are from high- or
low-stakes exams. Standard errors, reported in parentheses, are robust to heteroskedasticity. Significance at the 1%, 5%, and 10%
levels indicated by ***, **, and *, respectively.



Table 5: The Effect of Treatment on Student Test Scores (2SLS)
2SLS (Ever) 2SLS (Years) 2SLS (Trainings)

2015 2016 Pooled 2015 2016 Pooled 2015 2016 Pooled
(1) (2) (3) (4) (5) (6) (7) (8) (9)

High Stakes (Sum 2 Subjects) 0.102⇤⇤⇤ 0.024 0.065⇤⇤⇤ 0.110⇤⇤⇤ 0.016 0.054⇤⇤⇤ 0.162⇤⇤⇤ 0.034 0.098⇤⇤⇤

(0.014) (0.017) (0.011) (0.015) (0.011) (0.009) (0.022) (0.025) (0.017)
N 25,397 26,379 51,776 25,397 26,379 51,776 25,397 26,379 51,776

First stage coefficient 0.994⇤⇤⇤ 0.843⇤⇤⇤ 0.916⇤⇤⇤ 0.918⇤⇤⇤ 1.302⇤⇤⇤ 1.113⇤⇤⇤ 0.625⇤⇤⇤ 0.592⇤⇤⇤ 0.610⇤⇤⇤

(0.001) (0.003) (0.002) (0.001) (0.006) (0.003) (0.002) (0.001) (0.001)

Low Stakes (Sum 4 Subjects) 0.189⇤⇤⇤ 0.203⇤⇤⇤ 0.311⇤⇤⇤

(0.028) (0.030) (0.047)
N 23,878 23,878 23,878

First stage coefficient 0.995⇤⇤⇤ 0.928⇤⇤⇤ 0.605⇤⇤⇤

(0.001) (0.001) (0.002)

Notes: This table reports 2SLS estimates of the effects of our management experiment in Houston on student achievement on high- and low-stakes test scores. Samples are identical
to those in Table 4. Testing variables are drawn from district test score files and are standardized to have a mean of zero and a standard deviation of one within each year and grade
among students with valid test scores. High-stakes tests are the State of Texas Assessments of Academic Readiness (STAAR) exams in math and reading (administered in grades
3-12), and low-stakes tests are the Iowa Test of Basic Skills (ITBS) exams in math, reading, science, and social studies (administered in grades 1-8). Each dependent variable is the
sum of standardized scores in all subjects administered (i.e. 2 subjects in STAAR and 4 subjects in ITBS). Columns (1)-(3) report 2SLS estimates that use treatment assignment
to instrument for ever having attended a treatment school. Columns (4)-(6) report 2SLS estimates that use treatment assignment to instrument for the number of years spent in a
treatment school. Columns (7)-(9) report 2SLS estimates that use treatment assignment to instrument for the percent of our management training sessions attended by a student’s
school principal, measured by attendance sheets at each training over the summer of 2014 and 2015. All specifications control for 3 years of baseline math and reading scores and
their squares, indicators for whether the baseline test was taken in Spanish, indicators for whether baseline scores are from high- or low-stakes exams, and matched pair fixed effects.
Standard errors, reported in parentheses, are robust to heteroskedasticity. Significance at the 1%, 5%, and 10% levels indicated by ***, **, and *, respectively.



Table 6A: Subsample Analysis for Pooled Test Scores by Student Characteristics
High-Stakes p-value Low-Stakes p-value

on group diff on group diff
(1) (2) (3) (4)

Full Sample 0.060⇤⇤⇤ 0.188⇤⇤⇤
(0.010) (0.028)

Demographics

Male 0.080⇤⇤⇤ 0.256⇤⇤⇤
(0.014) (0.041)

Female 0.038⇤⇤⇤ 0.035 0.120⇤⇤⇤ 0.016
(0.014) (0.039)

Black -0.029 -0.141⇤⇤
(0.020) (0.058)

Hispanic 0.058⇤⇤⇤ 0.183⇤⇤⇤
(0.013) (0.036)

White 0.124 0.001 0.221 0.000
(0.085) (0.248)

LEP - Yes 0.029 0.262⇤⇤⇤
(0.021) (0.058)

LEP - No 0.064⇤⇤⇤ 0.145 0.149⇤⇤⇤ 0.090
(0.012) (0.033)

Econ. Disadv. - Yes 0.025⇤⇤ 0.114⇤⇤⇤
(0.011) (0.030)

Econ. Disadv. - No 0.114⇤⇤⇤ 0.003 0.338⇤⇤⇤ 0.008
(0.027) (0.079)

Special Educ. - Yes 0.127⇤⇤⇤ 0.247⇤⇤⇤
(0.025) (0.083)

Special Educ. - No 0.045⇤⇤⇤ 0.003 0.175⇤⇤⇤ 0.413
(0.010) (0.029)

Gifted - Yes 0.080⇤⇤⇤ 0.299⇤⇤⇤
(0.029) (0.077)

Gifted - No 0.052⇤⇤⇤ 0.357 0.185⇤⇤⇤ 0.169
(0.010) (0.030)

History in HISD

New to district 0.049 0.233
(0.050) (0.145)

Returning to district 0.046⇤⇤⇤ 0.952 0.159⇤⇤⇤ 0.618
(0.010) (0.027)

New to school, not district 0.061⇤⇤⇤ 0.231⇤⇤⇤
(0.015) (0.050)

Returning to school and district 0.028⇤⇤ 0.092 0.130⇤⇤⇤ 0.088
(0.013) (0.032)



Prior Achievement

Baseline test tercile 1 0.007 0.157⇤⇤⇤
(0.014) (0.039)

Baseline test tercile 2 0.036⇤⇤ 0.065
(0.016) (0.041)

Baseline test tercile 3 0.062⇤⇤⇤ 0.259⇤⇤⇤
(0.022) (0.055)

Missing baseline test 0.069⇤⇤⇤ 0.059 0.154⇤⇤ 0.042
(0.024) (0.064)

Notes: This table reports ITT estimates of the average yearly effects of our management experiment in Houston on student achievement
on high- and low-stakes test scores for subgroups of the sample based on student characteristics. High-stakes tests are the State of Texas
Assessments of Academic Readiness (STAAR) exams in math and reading (administered in grades 3-12), and low-stakes tests are the
Iowa Test of Basic Skills (ITBS) exams in math, reading, science, and social studies (administered in grades 1-8). Each dependent
variable is the sum of standardized scores in all subjects administered (i.e. 2 subjects in STAAR and 4 subjects in ITBS). Specifications
and samples in Column (1) are analogous to the pooled specification in Column (3) of Table 4, and specifications and samples in Column
(3) are analogous to the first year specification in Column (1) of Table 4. Testing variables are drawn from district test score files and are
standardized to have a mean of zero and a standard deviation of one within each year and grade among students with valid test scores. All
variables used to partition the sample into subgroups are defined in the Online Appendix. Columns (2) and (4) report the p-value on the
null hypothesis that the treatment effect is the same across all subgroups within a given category (gender, race, etc.). All specifications
control for 3 years of baseline math and reading scores and their squares, indicators for whether the baseline test was taken in Spanish,
indicators for whether baseline scores are from high- or low-stakes exams, and matched pair fixed effects. Standard errors, reported in
parentheses, are robust to heteroskedasticity. Significance at the 1%, 5%, and 10% levels indicated by ***, **, and *, respectively.



Table 6B: Subsample Analysis for Pooled Test Scores by Teacher Characteristics
High-Stakes Test Scores Low-Stakes Test Scores

Math p-value, Reading p-value, Math p-value, Reading p-value, Science p-value, Soc. Stud. p-value,
group diff group diff group diff group diff group diff group diff

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

Full Sample 0.032⇤⇤⇤ 0.046⇤⇤⇤ 0.046⇤⇤⇤ 0.041⇤⇤⇤ 0.048⇤⇤⇤ 0.042⇤⇤⇤
(0.006) (0.006) (0.008) (0.008) (0.009) (0.009)

Teacher is Male 0.056⇤⇤⇤ -0.103⇤⇤⇤ 0.039⇤⇤ -0.002 0.094⇤⇤⇤ 0.024
(0.011) (0.016) (0.015) (0.025) (0.018) (0.019)

Teacher is Female 0.024⇤⇤⇤ 0.022 0.079⇤⇤⇤ 0.000 0.050⇤⇤⇤ 0.561 0.036⇤⇤⇤ 0.153 0.032⇤⇤⇤ 0.005 0.067⇤⇤⇤ 0.072
(0.009) (0.007) (0.012) (0.009) (0.012) (0.015)

Graduate Degree - Yes 0.114⇤⇤⇤ 0.080⇤⇤⇤ 0.063⇤⇤⇤ 0.045⇤⇤⇤ -0.055⇤⇤⇤ 0.026
(0.015) (0.013) (0.022) (0.016) (0.019) (0.024)

Graduate Degree - No 0.030⇤⇤⇤ 0.000 0.030⇤⇤⇤ 0.001 0.063⇤⇤⇤ 0.996 0.035⇤⇤⇤ 0.617 0.092⇤⇤⇤ 0.000 0.063⇤⇤⇤ 0.175
(0.008) (0.008) (0.010) (0.011) (0.012) (0.014)

Teacher Exp > 5 Years 0.078⇤⇤⇤ 0.129⇤⇤⇤ 0.058⇤⇤⇤ 0.064⇤⇤⇤ 0.056⇤⇤⇤ 0.055⇤⇤⇤
(0.013) (0.011) (0.018) (0.014) (0.017) (0.017)

Teacher Exp <= 5 Years 0.057⇤⇤⇤ 0.179 0.019⇤⇤ 0.000 0.047⇤⇤⇤ 0.586 0.010 0.002 0.065⇤⇤⇤ 0.672 0.042⇤⇤ 0.590
(0.008) (0.008) (0.011) (0.011) (0.012) (0.016)

Above-Med Tchr Effect 13-14 0.052⇤⇤⇤ 0.047⇤⇤⇤ 0.010 0.066⇤⇤⇤ — —
(0.014) (0.013) (0.016) (0.014)

Below-Med Tchr Effect 13-14 0.078⇤⇤⇤ 0.050⇤⇤⇤ 0.111⇤⇤⇤ 0.009 — —
(0.012) (0.011) (0.015) (0.016)

Missing Tchr Effect 13-14 0.032⇤⇤⇤ 0.007 0.027⇤⇤⇤ 0.169 0.054⇤⇤⇤ 0.000 0.022 0.017 — —
(0.009) (0.008) (0.016) (0.015)

Notes: This table reports ITT estimates of the average yearly effects of our management experiment in Houston on student achievement on state-mandated tests for subgroups of the sample based on teacher characteristics.
High-stakes tests are the State of Texas Assessments of Academic Readiness (STAAR) exams in math and reading (administered in grades 3-8), and low-stakes tests are the Iowa Test of Basic Skills (ITBS) exams in math,
reading, science, and social studies (administered in grades 1-8). High-stakes specifications and samples are analogous to the pooled specification in Column (3) of Table 4. Low-stakes specifications and samples are analogous to
the first year specification in Column (1) of Table 4. Testing variables are drawn from district test score files and are standardized to have a mean of zero and a standard deviation of one within each year and grade among students
with valid test scores. Teachers and students are linked in each subject using administrative data. Teacher effects are calculated using pre-treatment testing data and student-teacher linkages and are calculated separately for math
and reading. For more details on student-teacher linkage and all variables used to partition the sample into subgroups, see the Online Appendix. Subgroups where the coefficents do not average to the full sample effect can be
explained by observations missing the respective teacher characteristic. Coefficients on missing are omitted for brevity. Odd-numbered columns report ITT estimates of the effect of treatment in various subjects. Even-numbered
columns report the p-value on the null hypothesis that the treatment effect is the same across all subgroups within a given category (teacher experience, gender, etc.). All specifications control for 3 years of baseline math and
reading scores and their squares, indicators for whether the baseline test was taken in Spanish, indicators for whether baseline scores are from high- or low-stakes exams, and matched pair fixed effects. Standard errors, reported
in parentheses, are robust to heteroskedasticity. Significance at the 1%, 5%, and 10% levels indicated by ***, **, and *, respectively.



Table 6C: Subsample Analysis for Pooled Test Scores by Principal Characteristics
High-Stakes p-value Low-Stakes p-value

on group diff on group diff
(1) (2) (3) (4)

Full Sample 0.060⇤⇤⇤ 0.188⇤⇤⇤
(0.010) (0.028)

Demographics

Above-Median Score SAT Questions 0.163⇤⇤⇤ 0.308⇤⇤⇤
(0.016) (0.041)

Below-Median Score SAT Questions -0.006 0.000 0.025 0.000

(0.015) (0.042)

Above-Median Years as Principal 0.021 0.128⇤⇤⇤
(0.015) (0.042)

Below-Median Years as Principal 0.134⇤⇤⇤ 0.000 0.242⇤⇤⇤ 0.054

(0.016) (0.042)

Above-Median Years in Current School 0.064⇤⇤⇤ 0.169⇤⇤⇤
(0.016) (0.043)

Below-Median Years in Current School 0.100⇤⇤⇤ 0.093 0.212⇤⇤⇤ 0.462

(0.015) (0.040)

Same Principal Both Years (Actual) 0.128⇤⇤⇤ 0.316⇤⇤⇤
(0.013) (0.036)

New Principal Year Two (Actual) -0.068⇤⇤⇤ 0.000 0.006 0.000

(0.017) (0.045)

Same Principal Both Years (Predicted) 0.113⇤⇤⇤ 0.380⇤⇤⇤
(0.014) (0.039)

New Principal Year Two (Predicted) -0.011 0.000 -0.014 0.000

(0.015) (0.040)

Psychological Measures

Above-Median Internal Locus of Control 0.134⇤⇤⇤ 0.316⇤⇤⇤
(0.015) (0.040)

Below-Median Internal Locus of Control -0.015 0.000 0.105⇤⇤ 0.001

(0.017) (0.050)

Above-Median Grit Score 0.123⇤⇤⇤ 0.353⇤⇤⇤
(0.017) (0.049)

Below-Median Grit Score 0.019 0.000 0.152⇤⇤⇤ 0.001

(0.015) (0.040)

Implementation Measures

Above-Median Implementation Index (Actual) 0.120⇤⇤⇤ 0.283⇤⇤⇤
(0.015) (0.039)

Below-Median Implementation Index (Actual) -0.001 0.000 0.044 0.000

(0.014) (0.042)

Above-Median Implementation Index (Predicted) 0.180⇤⇤⇤ 0.258⇤⇤⇤
(0.015) (0.039)



Below-Median Implementation Index (Predicted) -0.054⇤⇤⇤ 0.000 0.096⇤⇤ 0.005

(0.014) (0.041)

Above-Median Trainings (Actual) 0.178⇤⇤⇤ 0.545⇤⇤⇤
(0.016) (0.047)

Below-Median Trainings (Actual) -0.022⇤ 0.000 -0.024 0.000

(0.013) (0.035)

Above-Median Trainings (Predicted) 0.142⇤⇤⇤ 0.390⇤⇤⇤
(0.014) (0.041)

Below-Median Trainings (Predicted) -0.037⇤⇤⇤ 0.000 0.005 0.000

(0.014) (0.038)

Notes: This table reports ITT estimates of the average yearly effects of our management experiment in Houston on student achievement on high-
and low-stakes test scores for subgroups of the sample based on principal characteristics. High-stakes tests are the State of Texas Assessments of
Academic Readiness (STAAR) exams in math and reading (administered in grades 3-12), and low-stakes tests are the Iowa Test of Basic Skills
(ITBS) exams in math, reading, science, and social studies (administered in grades 1-8). Each dependent variable is the sum of standardized scores
in all subjects administered (i.e. 2 subjects in STAAR and 4 subjects in ITBS). Specifications and samples in Column (1) are analogous to the
pooled spcification in Column (3) of Table 4, and specifications and samples in Column (3) are analogous to the first year specification in Column
(1) of Table 4. Testing variables are drawn from district test score files and are standardized to have a mean of zero and a standard deviation of one
within each year and grade among students with valid test scores. All variables used to partition the sample into subgroups are defined in the Online
Appendix. Columns (2) and (4) report the p-value on the null hypothesis that the treatment effect is the same across all subgroups within a given
category (principal experience, grit, etc.). All specifications control for 3 years of baseline math and reading scores and their squares, indicators for
whether the baseline test was taken in Spanish, indicators for whether baseline scores are from high- or low-stakes exams, and matched pair fixed
effects. Standard errors, reported in parentheses, are robust to heteroskedasticity. Significance at the 1%, 5%, and 10% levels indicated by ***, **,
and *, respectively.



Table 7: Predicted High/Low Implementation and Predicted Returning/New Principal Treatment Effects on High-Stakes Tests
Full Sample Predicted Returning Principal Predicted New Principal

2015 2016 2015 2016 2015 2016
(1) (2) (3) (4) (5) (6)

Full Sample 0.101⇤⇤⇤ 0.020 0.169⇤⇤⇤ 0.058⇤⇤⇤ 0.012 -0.031
(0.014) (0.015) (0.019) (0.020) (0.020) (0.022)

N 25,397 26,379 13,977 14,331 11,420 12,048

Above-Med. Predicted Impl. Index 0.167⇤⇤⇤ 0.180⇤⇤⇤ 0.235⇤⇤⇤ 0.345⇤⇤⇤ 0.076⇤⇤⇤ 0.030
(0.020) (0.021) (0.030) (0.031) (0.026) (0.029)

N 13,266 13,218 5,906 5,742 7,360 7,476

Below-Med. Predicted Impl. Index 0.039⇤⇤ -0.126⇤⇤⇤ 0.119⇤⇤⇤ -0.145⇤⇤⇤ -0.080⇤⇤ -0.102⇤⇤⇤
(0.020) (0.020) (0.024) (0.025) (0.032) (0.033)

N 12,131 13,161 8,071 8,589 4,060 4,572

Above-Med. Predicted Pct. Trainings 0.159⇤⇤⇤ 0.115⇤⇤⇤ 0.196⇤⇤⇤ 0.138⇤⇤⇤ 0.052 0.050
(0.019) (0.020) (0.023) (0.025) (0.033) (0.035)

N 14,120 14,523 9,201 9,232 4,919 5,291

Below-Med. Predicted Pct. Trainings 0.029 -0.096⇤⇤⇤ 0.101⇤⇤⇤ -0.107⇤⇤⇤ -0.018 -0.087⇤⇤⇤
(0.019) (0.021) (0.030) (0.032) (0.025) (0.028)

N 11,277 11,856 4,776 5,099 6,501 6,757

Notes: This table reports ITT estimates of the effects of our management experiment in Houston on student achievement on high-stakes test scores for predicted
high- and low-implementing principals who are either predicted to stay or leave for the second year of the experiment. Specifications and samples in even
numbered columns are analogous to the first year specification in Column (1) of Table 4 and in odd numbered columns are analogous to the second year
specification in Column (2) of Table 4. Testing variables are drawn from district test score files and are standardized to have a mean of zero and a standard
deviation of one within each year and grade among students with valid test scores. High-stakes tests are the State of Texas Assessments of Academic Readiness
(STAAR) exams in math and reading (administered in grades 3-12). The dependent variable is the sum of standardized math and reading scores. Columns
(1)-(2) report ITT estimates of the effect of treatment for the full sample. Columns (3)-(4) report ITT estimates of the effect of treatment for principals who
are predicted to return to their schools in the second year of treatment, and Columns (5)-(6) report ITT estimates in schools with predicted principal turnover
between the two years of treatment. The rows further limit the sample by a school’s predicted fidelity of implementation. For example, Row (2), Columns
(3)-(4) contain the ITT estimates for schools that are predicted to be high-implementers and to have the same principal in both years of the treatment. For
details on all variables used to subset the sample, see the Online Appendix. All specifications control for 3 years of baseline math and reading scores and their
squares, indicators for whether the baseline test was taken in Spanish, indicators for whether baseline scores are from high- or low-stakes exams, and matched
pair fixed effects. Standard errors, reported in parentheses, are robust to heteroskedasticity. Significance at the 1%, 5%, and 10% levels indicated by ***, **,
and *, respectively.



Table 8: Main Results with Lee Bounds to Account for Differential Attrition
High-Stakes Low-Stakes

2015 2016 Pooled 2015
(1) (2) (3) (4)

Overall Results 0.063⇤⇤⇤ -0.009 0.021⇤⇤ 0.162⇤⇤⇤
(0.013) (0.014) (0.010) (0.028)

N 25,291 26,295 51,558 23,829

Subsample: High Implementers 0.131⇤⇤⇤ 0.155⇤⇤⇤ 0.170⇤⇤⇤ 0.203⇤⇤⇤
(0.019) (0.021) (0.014) (0.038)

N 13,212 13,158 26,464 12,915

Subsample: Low Implementers 0.006 -0.192⇤⇤⇤ -0.107⇤⇤⇤ 0.084⇤⇤
(0.019) (0.019) (0.014) (0.041)

N 12,086 13,048 25,122 10,900

Subsample: Principal Returns 0.144⇤⇤⇤ 0.028 0.082⇤⇤⇤ 0.322⇤⇤⇤
(0.018) (0.019) (0.013) (0.038)

N 13,944 14,285 28,216 11,858

Subsample: Principal Leaves -0.038⇤⇤ -0.057⇤⇤⇤ -0.054⇤⇤⇤ -0.086⇤⇤
(0.019) (0.021) (0.014) (0.040)

N 11,350 12,013 23,346 11,911

Subsample: Returns & High Implementer 0.207⇤⇤⇤ 0.310⇤⇤⇤ 0.287⇤⇤⇤ 0.336⇤⇤⇤
(0.028) (0.031) (0.022) (0.059)

N 5,891 5,710 11,640 5,338

Subsample: Returns & Low Implementer 0.101⇤⇤⇤ -0.208⇤⇤⇤ -0.067⇤⇤⇤ 0.211⇤⇤⇤
(0.024) (0.024) (0.017) (0.049)

N 8,057 8,522 16,574 6,476

Subsample: Leaves & High Implementer 0.031 0.013 0.037⇤⇤ 0.074
(0.025) (0.028) (0.019) (0.051)

N 7,325 7,453 14,813 7,578

Subsample: Leaves & Low Implementer -0.133⇤⇤⇤ -0.175⇤⇤⇤ -0.166⇤⇤⇤ -0.379⇤⇤⇤
(0.031) (0.032) (0.022) (0.065)

N 4,025 4,520 8,537 4,332

Notes: This table reports main estimates with accounting for differential attrition between treatment and control schoools for the main
results of our management experiment in Houston. As described in Lee (2009), we calculate lower bounds by dropping the highest
achieving treatment students, or lowest achieving control students, until attrition is equal between treatment and controls. This process
occurs independently for each outcome. All variables used to subset the sample are predicted using baseline characteristics as described
in detail in the main text. All results are ITT treatment effects calculated via the specifications in Table 4 on dependent variables that
have been trimmed to account for differential attrition. These specifications controls for 3 years of baseline test scores and their squares,
indicators for whether the baseline test was taken in Spanish, and indicators for whether baseline scores are from high- or low-stakes
tests, and matched pair fixed effects. Standard errors, reported in parentheses, are robust to heteroskedasticity. Significance at the 1%,
5%, and 10% levels indicated by ***, **, and *, respectively.



Table 9A: Main Results with School-Clustered Standard Errors
High-Stakes Low-Stakes

2015 2016 Pooled 2015
(1) (2) (3) (4)

Overall Results 0.101⇤⇤ 0.020 0.060 0.188⇤⇤
(0.044) (0.050) (0.044) (0.088)

N 25,397 26,379 51,776 23,878

Subsample: High Implementers 0.167⇤⇤ 0.180⇤⇤⇤ 0.180⇤⇤⇤ 0.258⇤
(0.070) (0.061) (0.062) (0.127)

N 13,266 13,218 26,484 12,972

Subsample: Low Implementers 0.039 -0.126⇤⇤ -0.054 0.096
(0.046) (0.056) (0.045) (0.114)

N 12,131 13,161 25,292 10,906

Subsample: Principal Returns 0.169⇤⇤ 0.058 0.113⇤ 0.380⇤⇤⇤
(0.062) (0.080) (0.065) (0.126)

N 13,977 14,331 28,308 11,892

Subsample: Principal Leaves 0.012 -0.031 -0.011 -0.014
(0.038) (0.048) (0.039) (0.083)

N 11,420 12,048 23,468 11,986

Subsample: Returns & High Implementer 0.235⇤ 0.345⇤⇤⇤ 0.292⇤⇤⇤ 0.387
(0.121) (0.057) (0.084) (0.224)

N 5,906 5,742 11,648 5,363

Subsample: Returns & Low Implementer 0.119⇤⇤ -0.145⇤ -0.022 0.361⇤⇤
(0.050) (0.074) (0.056) (0.122)

N 8,071 8,589 16,660 6,529

Subsample: Leaves & High Implementer 0.076 0.030 0.055 0.129
(0.049) (0.045) (0.044) (0.113)

N 7,360 7,476 14,836 7,609

Subsample: Leaves & Low Implementer -0.080⇤ -0.102 -0.096 -0.270⇤⇤⇤
(0.044) (0.084) (0.058) (0.068)

N 4,060 4,572 8,632 4,377

Notes: This table reports estimates with standard errors clustered to account for school-level heterogeneity for the main results of our management
experiment in Houston. All variables used to subset the sample are predicted using baseline characteristics as described in detail in the main text. All
results are ITT treatment effects calculated via the specifications in Table 4. These specifications control for 3 years of baseline test scores and their
squares, indicators for whether the baseline test was taken in Spanish, and indicators for whether baseline scores are from high- or low-stakes tests,
and matched pair fixed effects. Standard errors, reported in parentheses, are clustered by the school used for treatment assignment. Significance at
the 1%, 5%, and 10% levels indicated by ***, **, and *, respectively.



Table 9B: Main Results, School-Level Regressions
High-Stakes Low-Stakes

2015 2016 Pooled 2015
(1) (2) (3) (4)

Overall Results 0.133 0.103 0.118⇤ 0.208
(0.080) (0.117) (0.064) (0.158)

N 58 58 116 40

Subsample: High Implementers 0.221 0.296 0.259⇤⇤ 0.358
(0.138) (0.195) (0.107) (0.235)

N 30 30 60 20

Subsample: Low Implementers 0.038 -0.104 -0.033 0.058
(0.071) (0.102) (0.060) (0.212)

N 28 28 56 20

Subsample: Principal Returns 0.127 0.043 0.085 0.440⇤⇤
(0.102) (0.173) (0.095) (0.187)

N 28 28 56 18

Subsample: Principal Leaves 0.138 0.159 0.148⇤ 0.018
(0.125) (0.163) (0.088) (0.235)

N 30 30 60 22

Subsample: Returns & High Implementer 0.075 0.186 0.131 0.524
(0.205) (0.339) (0.182) (0.357)

N 14 14 28 8

Subsample: Returns & Low Implementer 0.179⇤⇤⇤ -0.099 0.040 0.374
(0.044) (0.085) (0.059) (0.216)

N 14 14 28 10

Subsample: Leaves & High Implementer 0.348 0.393 0.371⇤⇤⇤ 0.247
(0.187) (0.232) (0.122) (0.330)

N 16 16 32 12

Subsample: Leaves & Low Implementer -0.103 -0.109 -0.106 -0.258
(0.116) (0.195) (0.102) (0.325)

N 14 14 28 10

Notes: This table reports estimates calculated at the school level for the main results of our management experiment in Houston. All variables used
to subset the sample are predicted using baseline characteristics as described in detail in the main text. All results are ITT treatment effects. The
dependent variable is the school’s mean high- or low-stakes test score in a each year, where students’ test scores are standardized to have a mean of
zero and standard deviation one over the entire district by grade and subject in each year. These specifications control for matched pair fixed effects.
Standard errors, reported in parentheses, are robust to heteroskedasticity. Significance at the 1%, 5%, and 10% levels indicated by ***, **, and *,
respectively.



Table 10: Permutation Tests
High-Stakes Low-Stakes

2015 2016 Pooled 2015
(1) (2) (3) (4)

Panel A: Treatment Effects

Overall Results 0.101 0.020 0.060 0.188
exact p-value 0.158 0.801 0.455 0.188

Subsample: High Implementers 0.167 0.180 0.180 0.258
exact p-value 0.176 0.079 0.046 0.268

Subsample: Low Implementers 0.039 -0.126 -0.054 0.096
exact p-value 0.595 0.172 0.401 0.691

Subsample: Principal Returns 0.169 0.058 0.113 0.380
exact p-value 0.132 0.669 0.363 0.102

Subsample: Principal Leaves 0.012 -0.031 -0.011 -0.014
exact p-value 0.832 0.731 0.848 0.923

Subsample: Returns & High Implementer 0.235 0.345 0.292 0.387
exact p-value 0.582 0.033 0.033 0.631

Subsample: Returns & Low Implementer 0.119 -0.145 -0.022 0.361
exact p-value 0.312 0.265 0.750 0.063

Subsample: Leaves & High Implementer 0.076 0.030 0.055 0.129
exact p-value 0.331 0.623 0.365 0.593

Subsample: Leaves & Low Implementer -0.080 -0.102 -0.096 -0.270
exact p-value 0.339 0.593 0.402 0.188

Panel B: Dose-Response Slopes

Implementation Index 0.147 0.128 0.179 0.333
exact p-value 0.085 0.628 0.059 0.050

Principal Stays -0.043 -0.136 -0.070 0.087
exact p-value 0.890 0.794 0.779 0.598

Notes: This table reports main estimates and exact two-sided p-values calculated via permutation tests for the main results of our management
experiment in Houston. All variables used to subset the sample are predicted using baseline characteristics as described in detail in the main text.
Panel A includes ITT treatment effects caluclated via the specifications in Table 4. These specifications control for 3 years of baseline test scores
and their squares, indicators for whether the baseline test was taken in Spanish, indicators for whether baseline scores are from high- or low-stakes
exams, and matched pair fixed effects. Panel B tests the slopes of the dosage response graphs presented in Figure 4. To calculate the exact p-values
the sample is re-randomized within each matched pair and specifications are re-run using the simulated treatment. This process is repeated for
10,000 iterations. The exact two-sided p-value is the proportion of those 10,000 simulated treatment effects that are larger than the treatment effect
caluculated using the true treatment assignment (in absolute value).





Figure 2: Management scores by region are correlated with PISA rankings
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Notes: Graph based on 512 observations: countries with available regional PISA data, and regions with at
least 10 management interviews. (Canada=120 obs, PISA 2009; Germany=106 obs, PISA 2006; Italy=286
obs, PISA 2009).





Figure 4: Dose-Response Graphs 
	

	

	

	
 

Note: This figure plots treatment effects, calculated within each matched pair, against schools’ measures of the 
implementation index (actual and predicted). The slope (and its p-value) is calculated using a regression of treatment 
effects on the implementation index, weighted by school size and with standard errors robust to heteroskedasticity. The 
relative size of the points plotted indicates school size.  


